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Abstract
Food systems are responsible for a third of human-
caused greenhouse gas emissions. We investigate
what Large Language Models (LLMs) can con-
tribute to reducing the environmental impacts of
food production. We define a typology of design
and prediction tasks based on the sustainable food
literature and collaboration with domain experts,
and evaluate six LLMs on four tasks in our typol-
ogy. For example, for a sustainable protein design
task, food science experts estimated that collabo-
ration with an LLM can reduce time spent by 45%
on average, compared to 22% for collaboration
with another expert human food scientist. How-
ever, for a sustainable menu design task, LLMs
produce suboptimal solutions when instructed to
consider both human satisfaction and climate im-
pacts. We propose a general framework for in-
tegrating LLMs with combinatorial optimization
to improve reasoning capabilities. Our approach
decreases emissions of food choices by 79% in a
hypothetical restaurant while maintaining partici-
pants’ satisfaction with their set of choices. Our
results demonstrate LLMs’ potential, supported
by optimization techniques, to accelerate sustain-
able food development and adoption.

1. Introduction
Global food production practices are a leading contributor to
climate change, deforestation, water pollution, biodiversity
loss, antibiotic resistance, and zoonotic disease transmis-
sion (Allan et al., 2023; Hopwood et al., 2020; Scherer et al.,
2019). Given the disproportionate harms of animal agricul-
ture in particular, which accounts for 57% of food systems
emissions, a number of companies have formed to develop
more sustainable protein sources (Xu et al., 2021; Mylan
et al., 2023). Additionally, programs such as the Menus of
Change have developed to promote sustainable choices in
foodservice operations (Menus of Change, 2024). These di-
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rections require knowledge of both food science and human
preferences.

Though LLMs have shown promise in scientific discov-
ery (Boiko et al., 2023; Guo et al., 2023) and modeling hu-
man behavior (Park et al., 2022; Horton, 2023), applications
in sustainable food remain underexplored. Beyond its im-
portance in sustainability and public health, this domain rep-
resents a compelling testbed for broader machine learning
(ML) challenges, including modeling diverse human pref-
erences, generating creative solutions, and aligning outputs
with real-world constraints and societal values (Chakraborty
et al., 2024; Yang et al., 2024). These challenges are not only
central to sustainable food but also to other domains, making
sustainable food tasks a valuable benchmark for advancing
general ML methods. To initiate an exploration of what
LLMs can contribute to sustainable food, we assembled a
team consisting of culinary and food science professionals
and researchers in ML, natural language processing, and
statistics. We make three main contributions:

• Based on collaboration with expert culinary and food
science professionals, we define a typology of tasks
grounded in the needs of food scientists and chefs. Our
typology covers design and prediction tasks across the
resolutions of ingredients, recipes, and food systems.

• We evaluate six LLMs on four concrete instantiations
of tasks in our typology, incorporating two datasets
not previously studied by the machine learning com-
munity. Notably, LLMs meet or exceed expert human
performance on our sustainable protein experimental
design task, and also show promising performance in
coarse-grained preference prediction. However, they
exhibit an omnivore bias, produce suboptimal solutions
when balancing multiple constraints (e.g. maintain sat-
isfaction while reducing emissions), and fail to perform
well in fine-grained preference prediction.

• We propose an approach that integrates LLMs with
combinatorial optimization techniques to address
LLMs’ relative weakness in mathematical reasoning,
and demonstrate that our approach achieves a 79% av-
erage emissions reduction in food choices while main-
taining patron satisfaction with their set of choices.

1



What Can Large Language Models Do for Sustainable Food?

2. Related Work
Large Language Model Evaluations. Rigorous evaluation
of LLMs has clarified their strengths and weaknesses. Guha
et al. (2024) identified six types of legal reasoning tasks
and evaluated 20 models on them. In chemistry, Guo et al.
(2023) identified three types of capabilities, established a
benchmark of eight tasks, and evaluated five LLMs. How-
ever, no work, to our knowledge, has formalized key tasks
and evaluated LLMs in the sustainable food domain.

Large Language Models for Scientific Discovery. In
chemistry, Boiko et al. (2023) demonstrated that GPT-4 com-
bined with internet search and code execution can perform
experimental design and execution. In genomics, Roohani
et al. (2024) showed that an LLM with access to several
tools can design genetic perturbation experiments. In com-
putational nanobody design, Swanson et al. (2024) propose
a framework in which LLM agents receive periodic human
feedback, and showed promising performance in the design
of novel antibodies. In artificial intelligence research, Si
et al. (2024) show that LLMs can generate novel research
ideas. However, we are not aware of prior work on LLMs
for discovery of novel sustainable foods.

Large Language Models for Simulating Human Prefer-
ences. While we are not aware of prior work studying how
LLMs can model human preferences and perceptions related
to food, a growing literature has shown evidence that LLMs
can accurately simulate human behavior in tasks such as
search behavior, participation in online communities, hiring
scenarios, and classic economic, psycholinguistic, and so-
cial psychology experiments (Zhang et al., 2024; Park et al.,
2022; Horton, 2023; Aher et al., 2023).

Large Language Models and Optimization. Our work
also pertains to the use of LLMs for mathematical optimiza-
tion, and combining LLMs with optimization techniques.
Yang et al. (2024) evaluated LLMs for several optimization
problems. Ahmaditeshnizi et al. (2024) introduce OptiMUS,
an LLM-based agent for solving optimization problems.
Motivated by sustainable food applications, we propose a
general framework for integrating LLMs with combinatorial
optimization techniques that leverages LLMs’ knowledge
on topics such as human preferences. We further discuss
these works and additional related work in Appendix B.

3. Task Definitions
3.1. Typology

We identify a non-exhaustive typology of sustainable food
tasks amenable to ML approaches, shown in Table 1. Based
on the sustainable food literature and collaboration with ex-
perts, we identify two types of tasks, (1) design and (2) pre-
diction, across three resolutions, (1) ingredients, (2) recipes,

and (3) systems. Design tasks focus on creating or opti-
mizing food products or systems to meet specific target
properties, such as sensory dimensions (taste, texture, etc.),
nutrition, cost, and climate impacts. Prediction tasks focus
on inferring the mapping from a given representation of a
food product or system to a property of interest. Ingredients
are the fundamental components used to create food prod-
ucts, including raw materials (e.g. grains, legumes, oils)
and processed components (e.g. protein isolates, flavorings).
Recipes are structured formulations or instructions for com-
bining ingredients to create food products. Systems refer to
the broader processes that govern the production, distribu-
tion, and consumption of food. This includes supply chains,
foodservice operations, and consumer behavior.

We additionally distinguish between novel and traditional
foods. Novel sustainable foods, often referred to as “sus-
tainable proteins” or “alternative proteins”, are defined as
foods developed using modern food science and technology
to emulate or improve upon animal products with respect to
dimensions such as taste. The three main types of sustain-
able protein technologies are plant-based, cultivated, and
fermentation (Good Food Institute, 2025). Here we focus
on plant-based products. Example of novel plant-based
products include plant-based meat analogs (e.g. Beyond
and Impossible burgers) and plant-based dairy alternatives
(e.g. oat milk). While fermentation and cultivated meat
are promising approaches for shifting consumption, and we
believe our frameworks can be extended to these domains as
well, they are outside the scope of the present work. We re-
fer the reader to Waschulin & Specht (2018) and Todhunter
et al. (2024) to learn about these two technologies.

3.2. Selected Tasks

Starting from this general typology, we then selected four
tasks to address in the context of both sustainable protein
and traditional foods. These tasks include two design tasks
(experimental design and menu design) and two prediction
tasks (sensory profile prediction and recipe preference pre-
diction). The four tasks were selected based on interviews
with food scientists and chefs.

Experimental Design. Taste is a key determinant of food
choice (Glanz et al., 1998). Food companies depend on
“sensory panels”, a group of individuals who provide feed-
back on food, to routinely quantify sensory properties of
their products (Kerth, 2013). Once the sensory panel evalu-
ation has been run, food companies will then synthesize the
feedback and revise their product accordingly via a series
of experiments (Beckley et al., 2008; Tomsov, 2023). We
consider the common task of, given a product formulation
and sensory panel feedback, designing a set of experiments
to address the identified issues and improve the product.

Menu Design. Foodservice operations, such as restaurants
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Task \Resolution Ingredients Recipes Systems

Design 1. Design breeding strategies for
chickpeas to improve yield

1. Design a lentil soup recipe meet-
ing nutritional and cost constraints

1. Design a menu meeting a food-
service operation’s constraints

2. Design a plant-based protein
blend to mimic egg white texture

2. Design experiments to improve
a plant-based product formulation
in response to feedback

2. Design an optimized supply
chain for a plant-based meat com-
pany to reduce climate impacts

Prediction 1. Predict complementary ingre-
dient pairings for traditional plant
proteins

1. Predict which of two recipes a
target population will prefer

1. Predict change in patron satis-
faction when making plant-based
the default

2. Predict functional properties
(e.g., solubility) of a proposed
plant-based analog for casein

2. Predict sensory profile of a
plant-based product formulation

2. Predict climate and economic
impacts of a regional transition to
plant-based meat

Table 1. A typology of tasks at the intersection of ML and sustainable food development. Tasks are categorized into design and
prediction across the resolutions of ingredients, recipes, and food systems. For each task, we list examples corresponding to both
traditional (1) and novel (2) foods. Tasks we study are highlighted.

and dining halls, aiming to reduce their climate impacts
must also balance other factors, such as patron satisfaction,
nutrition, and cost. We thus consider the task of revising a
menu to promote more sustainable choices while maintain-
ing patron satisfaction and other relevant factors (Banerjee
et al., 2023; Parkin & Attwood, 2022).

Sensory Profile Prediction. Sensory panel evaluations are
very expensive and time consuming to run, and smaller
food companies usually cannot afford to run them (Varela &
Ares, 2012). Due to these challenges, we consider the task
of estimating a sustainable protein product’s sensory profile.
While we do not expect to eliminate the need for sensory
panels altogether, accurate sensory modeling could reduce
the need for experiments and help to efficiently prioritize
them. We note that prior work has shown that ML can
accurately model the human sense of smell (Lee et al., 2023),
which is closely related to taste (Spence, 2015).

Recipe Preference Prediction. Similarly, in the domain
of traditional foods, chefs must anticipate patron prefer-
ences and design their recipes and menus accordingly. We
thus consider the task of predicting the mapping from a
traditional recipe to average consumer satisfaction within
a specified population. We study how accuracy on this
task compares for plant-based versus animal-based recipes.
While food preferences of course vary greatly from individ-
ual to individual, in both of our prediction tasks the goal
is to simulate a representative sample of humans from a
specified population (Aher et al., 2023).

4. Datasets
NECTAR Sustainable Protein Dataset. The NECTAR
Initiative’s (nectar.org) sensory panel data1 is freely
available to academic researchers. The dataset, which will

1Access can be requested here.

continue to expand in size, consists of 47 products across
five categories. One product in each category is a meat-
based reference product, and one product is a hybrid beef
and mushroom burger, yielding 41 plant-based products. For
each product, at least 100 sensory evaluations from Amer-
ican omnivores were performed along 21 quantitative and
qualitative dimensions. More details are in Appendix C.1.

Food.com Recipe Dataset. The Food.com dataset2 con-
tains 522,517 recipes, including ingredients and preparation
instructions. We use the associated 1,401,982 reviews, con-
taining ratings and text, to capture online users’ preferences.
Given the large number of recipes, the dataset allows for
finding pairs of comparable recipes, i.e., similar in dish type
and ingredients, but significantly differing in the users’s
ratings. An example recipe is shown in Appendix C.2.

5. Experimental Evaluation
We evaluate Claude 3.5 Sonnet, Gemini 1.5 Pro, GPT-3.5
Turbo, GPT-4o, Llama 3.1 70b Instruct, and o1-preview.
In the experimental design task, due to limited availability
of expert food scientists, we used o1-preview only, based
on feedback on relative LLM performance from our food
scientist team member. We use a combination of automated
evaluations and human subjects evaluations, including both
food science experts and participants recruited on Prolific.
IRB approval was obtained. All evaluations were in a zero-
shot setting. Additional details for each task, including
prompts and additional results, are in Appendices D and E.

5.1. Experimental Design (Sustainable Protein)

Methods. In this task we study whether LLMs can gener-
ate an experimental design for systematically improving a
sustainable protein product on the basis of qualitative and

2Publicly available here.
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quantitative sensory panel data. We evaluate the perfor-
mance of o1-preview via the feedback of 20 expert food
scientists, with an average of five years of experience in
plant-based food science and three years of experience in
plant-based meat specifically. In Phase 1, we ask both o1-
preview and expert food scientists to generate experimental
designs. In Phase 2, we ask food scientists to evaluate
both o1-preview and a fellow food scientist (blinded, and in
randomized order) along the dimensions of accuracy, speci-
ficity, complementarity (to the evaluating food scientist’s
own thought process), and estimated time saved by collabo-
rating with the anonymous “scientist.” We ensured that no
food scientists evaluated their own ideas. The food scien-
tists were compensated via $50 Amazon gift cards, and an
additional $50 bonus was provided to the highest scoring
food scientist from Phase 1 to incentivize effort. Before
Phase 2, following Si et al. (2024) we perform style stan-
dardization (also with o1-preview) on both the LLM and
human responses to avoid confounding by style. In order
to approximately match the length of the human responses,
o1-preview was instructed to limit its response to 250 words.

Results. Our results are shown in Figure 1. Across the 30
products, the mean performance of LLMs was higher on
all four dimensions, though only statistically significant (in
a t-test) for specificity (p=0.003) and percent time saved
(p=0.0002). Mean estimated percent time saved was 22%
for the human food scientists and 45% for o1-preview.

5.2. Menu Design (Traditional Foods)

Methods. Here we study what LLMs can contribute to
greater adoption of existing sustainable foods. Extensive
past work has studied how to shift consumption toward sus-
tainable options in foodservice operations (Lohmann et al.,
2024; Attwood et al., 2020; Banerjee et al., 2023; Weijers
et al., 2024). However, these studies either obtained rel-
atively small improvements in climate impact or did not
measure patron satisfaction with their set of choices. Ad-
ditionally, none accounted for the trade-off known as the
“small body problem”, in which simply substituting beef
by chicken or fish, a common approach for reducing cli-
mate impacts, can be much worse for animal welfare due to
the relative sizes of these animals and their typical condi-
tions (Mathur, 2022). Public opinion polling suggests high
levels of concern for animal welfare (Gallup, 2015). Given
that LLMs’ training data includes many recipes and menus,
we explore what LLMs can contribute to designing appeal-
ing menus under the constraints of ingredient availability,
greenhouse gas (GHG) emissions, and animal welfare. Our
final approach, described in Section 6, can also easily be ex-
tended to other constraints such as nutrition, cost, allergies,
other dimensions of climate impact, etc.

As a reference menu, we use a 36-item menu from Banerjee
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Figure 1. o1-preview meets or exceeds the performance of expert
food scientists on a sustainable protein design task. o1-preview and
food scientists were asked to generate experimental designs for
improving product formulations in response to sensory panel feed-
back, a common task for food scientists. Error bars are 95%
confidence intervals. Example outputs are in Appendix E.1.

et al. (2023), created using Deliveroo’s and Just Eat’s top
100 items ordered in the United Kingdom in 2019. Each
LLM was instructed to reduce emissions of food choices by
75% while maintaining satisfaction, cost, nutrition, prepa-
ration time, and animal welfare, and using only the same
ingredients as the original menu other than standard vege-
tarian protein sources (most of which were already in the
original menu, other than eggs and chickpeas). Adherence
to the ingredient availability constraint, as well as meeting
the constraint of generating 36 properly formatted recipes,
was checked, and the LLM was given up to five chances to
correct itself. GPT-3.5 Turbo and Llama 3.1 70b Instruct did
not meet the formatting or ingredient constraints.

Results. We found that this approach yielded entirely veg-
etarian or vegan menus (shown in Appendix F), known to
generally decrease satisfaction in a typical omnivore pop-
ulation (Hartmann & Siegrist, 2017). This decrease in sat-
isfaction was further supported in our later experiments
(Figure 2), motivating our approach described in Section 6.

5.3. Sensory Profile Prediction (Sustainable Protein)

Methods. Here we study whether LLMs can make ac-
curate predictions about the mapping from a sustainable
protein product’s ingredients and nutritional information to
its sensory properties. Of the 21 sensory dimensions in the
NECTAR dataset, seven dimensions (overall satisfaction,
meatiness, greasiness, sweetness, juiciness, saltiness, pur-
chase intent) were selected for testing, to reduce the number
of tests. Within each of the five product categories, and
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Claude 3.5 Sonnet Gemini 1.5 Pro GPT-3.5 Turbo GPT-4o Llama o1-preview Baseline

Sensory Profile Prediction: LLM Prediction vs. Sensory Panel (Sustainable Protein)

All Dimensions 0.61 0.53 0.52 0.59 0.57 0.64 0.67
Overall Satisfaction 0.60 0.41 0.38 0.39 0.51 0.64 0.73
Meatiness 0.61 0.57 0.51 0.62 0.52 0.66 0.48
Greasiness 0.58 0.64 0.63 0.74 0.73 0.64 0.69
Juiciness 0.62 0.60 0.63 0.63 0.51 0.64 0.71
Sweetness 0.36 0.61 0.61 0.61 0.50 0.64 0.75
Saltiness 0.70 0.67 0.57 0.73 0.70 0.75 0.73
Purchase 0.65 0.29 0.37 0.45 0.43 0.54 0.61

Recipe Preference Prediction (Food.com): LLM Prediction vs. Rating (Traditional Foods)

Rating 0.63 0.48 0.57 0.64 0.51 0.60 0.50

Recipe Preference Prediction (Menu Design): LLM Prediction vs. Order Frequency (Traditional Foods)

Order Frequency 0.73 0.62 - 0.67 0.60 0.56 0.50

Table 2. We evaluate LLMs’ pairwise ranking accuracy for three forms of preference prediction: 1) the mapping from a sustainable protein
product’s ingredients and nutritional information to sensory properties 2) the mapping from a recipe to its online rating 3) the mapping
from a recipe to frequency of orders in a hypothetical restaurant. Sample sizes are in Appendix Table 9. Statistically significant results,
based on a chi-squared test, are in bold. For the sustainable protein task, the baseline is described in Section 5.3. For recipe preference
prediction, the baseline corresponds to a random choice. GPT-3.5 Turbo did not produce a valid output in the menu design experiment.

each sensory dimension, we ask LLMs to compare pairs
(with randomized ordering, to account for positional bi-
ases) of plant-based products with a statistically significant
(p < 0.05 in a t-test) difference on the sensory dimension,
as evaluated by human omnivores. This yielded 495 pairs.
For the baseline, we use the available nutritional informa-
tion and prior knowledge from the food science literature.
Specifically, for greasiness and juiciness, meatiness, sweet-
ness, and saltiness, the ratio of total fat, protein, sugar, and
sodium respectively per serving to serving size are used to
predict the sensory dimension. For example, the product
that is higher on protein is ranked higher on meatiness ac-
cording to the baseline. For overall satisfaction and purchase
intent, the average of normalized fat and sodium content is
used (Drewnowski & Greenwood, 1983; Mattes, 1997).

Results. Accuracies are shown in Table 2. Accuracies
significant according to a chi-squared test with Bonferroni
correction for multiple testing are bolded (VanderWeele &
Mathur, 2019). Performance is generally not meaningfully
superior to the baseline. Accuracy for the best (across all
dimensions) LLM, o1-preview, improves in the highest quar-
tile of the ground truth difference between the recipes, e.g.
to 81% and 75% for overall satisfaction and purchase intent.
However, it is still not meaningfully superior to the simple
baseline, which achieved 86% and 70% accuracy on those
dimensions in this subset of pairs (Appendix Table 16).

5.4. Recipe Preference Prediction (Traditional Foods)

Methods. We created a set of 500 meal recipe pairs with
similar ingredients but significantly different average ratings
(p < 0.05 in a t-test), ensuring that one recipe is consis-

tently preferred by users. To identify recipe pairs with the
highest similarity, the overlap of ingredients was calculated
for each pair using the ratio of shared ingredients to the
total number of unique ingredients. We addressed the pos-
sibility of overlap with LLM training data by curating an
additional set of 58 recipe pairs from epicurious.com.
These recipes were posted behind a paywall after the release
dates of all the models we tested. Our primary metric was
accuracy—whether the models correctly identified the pre-
ferred recipe—compared to a random baseline. We tested
statistical significance using a chi-squared test with Bonfer-
roni correction when evaluating on multiple conditions. The
order in which the recipes were shown was randomized.

Results. Claude 3.5 Sonnet, GPT-4o, and o1-
preview outperform the random baseline (Table 2). The
highest accuracy achieved is 64% (GPT-4o), with accuracy
improving to 85% in the highest quartile of the ground
truth review score gap (Appendix Table 17). Moreover,
performance varies widely by comparison type (Appendix
Table 18). Across all the models, accuracy is the highest
when two non-vegetarian meals are compared, followed by
vegetarian vs. non-vegetarian comparisons, with the worst
accuracy observed in vegetarian vs. vegetarian meal com-
parisons. This aligns with existing literature showing that
minority preferences and opinions are modeled less accu-
rately (Santurkar et al., 2023). Within the vegetarian vs.
non-vegetarian meal comparisons, accuracy is lower when
vegetarian options are rated higher, reflecting LLMs’ omni-
vore bias, as LLMs more frequently prefer non-vegetarian
options compared to ground truth human preferences. This
finding is consistent with the literature on bias amplification
in the food domain (Luo et al., 2024) and points to the need
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to improve preference prediction performance in order to
develop tools that can better support the development of
sustainable food. Finally, similar pairwise accuracy across
models on post-cut-off data suggests that performance can-
not be fully attributed to memorization (Appendix Table 19).

6. Augmenting LLMs with Combinatorial
Optimization

When prompted directly to revise a menu to reduce emis-
sions by at least 75% while maintaining patron satisfac-
tion and other factors, LLMs generate entirely plant-based
menus (Section 5.2, Appendix F). While this approach
achieves the emissions target, it significantly decreases sat-
isfaction (Figure 2). This failure highlights a broader, pre-
viously documented challenge: LLMs struggle with opti-
mization problems (Ahmaditeshnizi et al., 2024; Yang et al.,
2024). However, frequently in real-world applications we
need to consider some subjective, human-evaluated prop-
erty (like satisfaction) while also satisfying other constraints
(like emissions targets or budgets). For instance, in educa-
tion, we may want to maximize student engagement while
meeting curriculum requirements. In fitness, we may aim
to maximize enjoyment while covering specified muscle
groups within time constraints. In travel planning, we may
seek to maximize trip enjoyment while meeting budget and
scheduling constraints. Additionally, in some settings it
may take considerable effort to quantify dimensions such as
emissions or other climate impacts of a food item.

We propose to address these challenges by combining
LLMs’ background knowledge and ability to model hu-
man preferences, demonstrated in Horton (2023), Park et al.
(2022) and in our own experiments, particularly for coarse-
grained prediction (Tables 2,10,16,17), with mathematical
optimization. While LLMs alone struggle with optimization,
and traditional optimization methods do not have access to
LLMs’ background knowledge, combining them allows for
leveraging the strengths of both approaches.

6.1. LLM-Guided Combinatorial Optimization

We begin with the general constrained optimization setting:

max
x

f(x)

s.t. gi(x) ≤ 0 ∀i ∈ [1, ...,m]
(1)

We make three assumptions:

1. The optimization problem involves selecting a subset
of items S from a ground set U = {u1, ..., uN}. Each
ui represents an item, e.g. a recipe or exercise. The
selection is represented by a binary vector x ∈ {0, 1}N ,
where xi = 1 if ui is selected, and 0 otherwise.

2. At least one of f(x) or the constraints gi(x) can be

expressed in terms of a scoring function p(ui), which
computes a scalar property (e.g. satisfaction) for each
item ui. The scoring function can be estimated by an
LLM. For example, if the objective is to maximize the
total satisfaction of the end user with the selected items,
f(x) can be written as f(x) =

∑N
i=1 p(ui)xi.

3. Once p(ui) is estimated for each ui in U , (1) has a
tractable form and can be solved exactly or approxi-
mately via standard techniques, e.g. submodular opti-
mization or integer programming for small to medium
problem sizes (Fujishige, 2005; Wolsey, 2020). We
give a concrete example in Section 6.2.

We can then solve (1) via the following steps:

1. Generate the ground set U = {u1, ..., uN}, e.g. a
diverse set of recipes or exercises.

2. Obtain the estimates p̂(ui) ∀i ∈ [1, ..., N ] via an LLM.

3. Solve the combinatorial optimization problem using
standard techniques, e.g. submodular optimization or
integer programming, depending on the forms of f(x)
and gi(x). This will yield a subset S ⊂ U .

Step 1 could be performed via an LLM or via other tech-
niques. We discuss the relationship of this framework to
prior work in Appendix B. A natural question is how per-
formance depends on the accuracy of the LLM’s estimates
p̂(ui), and other parameters. For our analysis we consider
the cardinality constrained setting where f(x) has a compo-
nent that is linear in p(ui) for the selected subset, and an-
other component d(x) that does not depend on p(ui). Con-
cretely, we aim to maximize f(x) =

∑N
i=1 p(ui)xi+λd(x)

subject to the constraint
∑N

i=1 xi = K, though this result
can be extended to more general objectives and constraints.

Proposition 6.1. Let x∗ be the optimal solution with re-
spect to actual preferences p(ui), and x̂∗ be the optimal
solution with respect to estimated preferences p̂(ui). Let
p(ui), p̂(ui) ∈ [0, 1], d(x) ∈ [0, D]. If |p̂(ui)− p(ui)| ≤ ϵ
for all ui ∈ U , then |f(x̂∗)− f(x∗)| ≤ 2Kϵ+ 2λD.

A simple proof is in Appendix A. Thus, the error can be
bounded as a linear function of the number of items selected
and the maximum item-level error of the LLM.

6.2. Constrained Menu Design Formulation

Now we show how to implement this framework for the set-
ting of constrained menu design. First, we prompt the LLM
to generate a set C of plant-based candidate recipes, though
this could be modified to allow for also generating animal-
based recipes at this stage. As in Section 5.2, the LLM
is also instructed to not worsen cost, nutrition, or prepara-
tion time. We then combine this set with the recipes in the
original menu O, where K = |O|, to form the ground set
U = C ∪O. We then estimate p(ui)∀ui ∈ U by prompting
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an LLM to rate each recipe in the ground set by expected
preferences of the population of interest (here, American
omnivores). Then, integer quadratic programming (IQP) is
applied to select a subset of recipes from U for the menu.

More specifically, we maximize expected satisfaction with
the selected recipes, plus a λd(x) term, where λ controls
the weight on diversity, to encourage a diverse set of recipes,
subject to constraints on climate impacts and animal welfare.
This approach easily extends to other constraints such as
nutrition and cost. The predicted preferences p̂(ui) are used
to compute expected emissions and animal welfare impacts
of choices by weighting more preferred options more highly,
under the assumption that these options will be chosen more
often. Our problem formulation is thus as follows:

max
x

N∑
i=1

p̂(ui)xi + λd(x)

s.t. Ep̂[lj(x)] ≤ CjEp̂[lj(xO)] ∀j ∈ [1, 2]

N∑
i=1

xi = K

xi ∈ {0, 1} ∀i ∈ [1, ..., N ]

(2)

xO corresponds to the subset of recipes in the original menu.
Ep̂[lj(x)] computes the expected emissions or animal wel-
fare impacts of the chosen subset of recipes, with respect to
the probability distribution associated with p̂(ui).

We set d(x) to be negative pairwise similarity between the
recipes in the selected subset. This yields an IQP since all
other terms are linear in x. Ci controls the reduction in
emissions or animal welfare, and is set to 0.25 for emissions
and 1.0 for animal welfare, corresponding to reducing emis-
sions by at least 75% while maintaining or improving upon
animal welfare. We set K = 36, to match the length of
the original menu from Banerjee et al. (2023). We instruct
the LLM to generate 20 additional recipes, reflecting that
a restaurant may not be able to completely revise their full
menu. Thus, N = 56. Finally, we set λ = 100. For comput-
ing pairwise recipe similarity we use the Ratcliff/Obershelp
sequence matching algorithm as implemented in Python’s
difflib (Ratcliff et al., 1988). The recipes were ordered
first by whether they were LLM generated, and second by
predicted rating. We included a baseline in which the orig-
inal menu was simply re-ordered so that vegetarian items
were first, to account for the possibility that benefits of the
LLM+IQP approach were simply due to placing the LLM
generated (and therefore plant-based) recipes first.

We then evaluated our approach via two human subjects
experiments (total n = 552) in which participants recruited
via Prolific, constrained to be in the United States and flu-
ent English speakers, were instructed to make a selection
from a menu. In the first experiment, the menu was ran-

domly assigned from one of the five LLMs (augmented
with IQP) and three baselines (original menu, original menu
with beef removed, and a vegetarian subset of the original
menu).3 In the second experiment, conducted the following
day, the menu was randomly assigned from one of three
additional baselines (o1-preview on its own, without IQP;
o1-preview+IQP, but with the o1-preview generated descrip-
tions replaced with a simple list of ingredients; and placing
the vegetarian items first in the original menu). The par-
ticipants were paid $16 per hour. The evaluation metrics
consisted of satisfaction metrics (satisfaction with their set
of choices, likelihood of visiting, and likelihood of rec-
ommending the restaurant to a friend), emissions of food
choices, and animal welfare impacts of food choices.

6.3. Results

The results for the best LLM, o1-preview, are shown in
Figure 2, with results for other LLMs and baselines in Ap-
pendix E.2. When controlling for dietary preference, age,
gender, and race, we estimate that the o1-preview+IQP ap-
proach reduces emissions by 79% while maintaining patron
satisfaction with their set of choices (p=1.37e-18). We ob-
tain similar results when removing vegan and vegetarian
participants (Appendix E.2). We observe a small (5%) re-
duction in the likelihood of recommending the restaurant
to a friend, and a small increase in animal usage (3.5%),
but these were not statistically significant. The original,
baseline, and generated menus are shown in Appendix F.
We also evaluated the accuracy of the LLM’s predicted pref-
erence ratings, in the same pairwise ranking fashion as the
sensory profile and recipe preference prediction tasks, with
the best LLM, Claude 3.5 Sonnet, achieving 73% accuracy
(Table 2). This increases to 85% in the highest quartile of
the preference gap (Appendix Table 10). We note that, for
the menu design task, LLM predictions were based on the
recipe title alone (not including the full description), which
could explain the discrepancy between item-level prediction
performance and menu-level performance for o1-preview.
When o1-preview’s descriptions were replaced with a sim-
ple list of ingredients (in one of our ablations), its accuracy
was 70%, and 84% in the highest quartile of ground truth
preference gaps (Appendix Table 10).

7. Discussion
Our results identify both strengths and weaknesses of LLMs
in the domain of sustainable food. One actionable finding
is that, as determined by expert food scientists, o1-preview
appears to be useful, even superior to fellow expert human
food scientists, in generating ideas for revision of sustain-
able protein products in response to sensory panel feedback.

3Removal of beef is a common strategy for reducing climate
impacts (Grummon et al., 2023).
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Figure 2. Our o1-preview+IQP approach reduces GHG emissions of food choices by 79% compared to the original menu from Banerjee
et al. (2023) while maintaining participants’ satisfaction with their set of choices. o1-preview+IQP additionally outperforms the baselines
of removing meat from the original menu (“Vegetarian”) and removing beef (“Remove Beef”), and maintains animal welfare and other
satisfaction metrics, as shown in Appendix E.2. As an ablation we also prompt o1-preview directly to revise the menu. Error bars are 95%
confidence intervals. Statistical significance was assessed with a t-test, with Bonferroni correction for multiple hypothesis testing.

Our evaluation suggests that the benefits may be driven by
increased specificity in particular, relative to the human food
scientists (Figure 1). LLMs display a weakness in the menu
design task, where they are instructed to satisfy multiple
constraints. They generate fully plant-based menus, which
we find to significantly reduce satisfaction. We remedy this
by integrating LLMs with combinatorial optimization tech-
niques. Our approach achieves a 79% emissions reduction
while maintaining patron satisfaction (Figure 2). Our work
also contributes to the literature on reasoning in LLM-based
systems (further discussed in Appendix B), providing an
approach for solving a broad class of optimization problems
that cannot be easily specified mathematically, e.g. those
involving human preferences. Future work can apply this
framework to other domains such as education and health.

We evaluated LLMs on three types of preference prediction.
The first is sensory profile prediction, in which we compared
LLM predictions to evaluations from an actual taste tasting.
The second is the Food.com recipe rating task, where we
compared LLM predictions to online recipe ratings. The
third is recipe rating in the context of the menu design
experiment, where the LLM’s recipe-level predictions are
compared against the order frequency for the recipes that
were selected for the final menu. For the holistic measures
of overall satisfaction and purchase intent in the sensory pro-
file prediction task, no LLMs outperform a random baseline,
though some do on specific dimensions such as greasiness
or saltiness. For online recipe rating, three of six LLMs
outperform a random baseline. We note that all evaluated
LLMs outperform a random baseline in context of the menu
design experiment, where no actual tasting occurs and the
orders are purely based on the text of the recipe (Table 2).
Additionally, we studied how performance varies with the
magnitude of the ground truth preference gap. When restrict-
ing the evaluated recipe pairs to be in the top quartile of

preference gaps, LLM performance improves, with the best
LLMs achieving 81%, 86%, and 85% accuracy respectively
in the three prediction tasks (Appendix Tables 10,16,17).
Thus, our analysis suggests that LLMs can be useful for
coarse-grained preference prediction tasks, but that further
work is needed for fine-grained prediction, particularly for
the mapping from recipes or product formulations to actual
taste. Additionally, consistent with past research on LLMs’
modeling of minority preferences (Santurkar et al., 2023),
our results showed that LLMs model human preferences
related to plant-based food less accurately. Thus, regular
human feedback, e.g. taste testings, from diverse popula-
tions remains critical. Overall, these results suggest that
LLMs can be useful in experimental design, generation of
sustainable recipes (as evaluated in the menu design task),
and coarse-grained preference prediction.

Limitations. We did not do significant prompt engineering,
and leave this as an area for future work. In the sustainable
protein tasks, we did not have access to the full product
formulation, only ingredients and nutritional information.
However, we consider this a positive, that users do not
necessarily have to provide sensitive intellectual property to
receive useful outputs from LLMs. In our menu design task,
we did not provide incentives to make a realistic choice,
such as delivering the meals to participants. Additionally,
we did not study dimensions of food choice such as food
waste and portion size. A stronger baseline for this task
would have been a human chef given the same menu and
constraints, though we note that our “Vegetarian” baseline
is based on the top vegetarian meals on online delivery apps.
Future work could establish an expert human (food scientist
or chef) baseline for the preference prediction tasks. In the
experimental design task, implementing the suggestions and
running a second sensory panel to determine whether the
suggestions improve the product is an area for future work.
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Impact Statement
Our paper is directly motivated by broader societal impacts,
specifically in sustainability and public health. Our task def-
initions and results could spur progress in both development
of novel sustainable foods and greater adoption of existing
sustainable foods. The potential benefits of a sustainable
protein transition are significant. For example, a recent life
cycle assessment found that, relative to a beef burger patty,
the production of a plant-based burger patty made with soy
protein is associated with 98%, 87%, and 99% lower GHG
emissions, land use, and air pollution respectively (Saerens
et al., 2021), with similar estimates for other types of sus-
tainable protein (Good Food Institute, 2023). Additionally,
the Intergovernmental Panel on Climate Change (IPCC) es-
timates that a societal transition from animal-based food
(ABF) to plant-based food (PBF) by 2050 would reduce
land-based GHG emissions by two-thirds relative to the
business-as-usual case (Intergovernmental Panel on Climate
Change, 2019).

In the menu design task, we consider ethical aspects such as
the trade-offs among patron satisfaction, sustainability, and
animal welfare, and show that our approach can improve
or maintain all dimensions. Designing menus to shift the
distribution of patron choices may raise questions of respect
for individual autonomy. We thus use three different metrics
of patron satisfaction, and show that all are maintained with
the revised menu (Appendix Figures 14,15,16).

We also note that current sustainable proteins are sometimes
considered “ultra-processed” and therefore unhealthy (The
New York Times, 2019). We view this as a challenge for
the next generation of sustainable proteins that AI could
potentially help with, via jointly optimizing for satisfaction,
nutrition, climate impacts, cost, and other relevant factors.
Use of LLMs for developing unhealthy or less sustainable
foods is also a concern. We acknowledge that such work is
likely ongoing, and we study here how LLMs can also be
useful for applications that benefit society.

Lastly, the benefits of LLM-supported development of sus-
tainable food should be interpreted jointly with the environ-
mental impacts of LLMs themselves (such as energy and
water use). While pre-training in particular requires signifi-
cant resources (Van Wynsberghe, 2021), we note that work
to reduce the climate impacts of LLMs is ongoing (Patterson
et al., 2021; Li et al., 2024). Future research can continue to
explore ways to leverage pre-trained models for applications
that contribute to positive environmental outcomes.
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Luo, Y., Gligorić, K., and Jurafsky, D. Othering and low
status framing of immigrant cuisines in us restaurant re-
views and large language models. In Proceedings of the
International AAAI Conference on Web and Social Media,
volume 18, pp. 985–998, 2024.

Madadkhani, S., Ramos, O. M., Chapman, M., Dunietz,
J., Ouaknine, A., Rolnick, D., and Bengio, Y. Tackling
climate change with machine learning: fostering the ma-
turity of ML applications for climate change. In ICLR
2024 Workshops, 2024.

Mathur, M. B. Ethical drawbacks of sustainable meat
choices. Science, 375(6587):1362–1362, 2022.

Mattes, R. D. The taste for salt in humans. The American
journal of Clinical Nutrition, 65(2):692S–697S, 1997.

Menus of Change. About — Menus of Change — menu-
sofchange.org. https://www.menusofchange.
org/about-moc, 2024. [Accessed 29-04-2024].

Morio, G. and Manning, C. D. An NLP benchmark
dataset for assessing corporate climate policy engage-
ment. In Thirty-seventh Conference on Neural Informa-
tion Processing Systems Datasets and Benchmarks Track,
2023. URL https://openreview.net/forum?
id=GF5l0F19Bt.

Mylan, J., Andrews, J., and Maye, D. The big business of
sustainable food production and consumption: Exploring
the transition to alternative proteins. Proceedings of the
National Academy of Sciences, 120(47):e2207782120,
2023.

Pan, L., Albalak, A., Wang, X., and Wang, W. Logic-
LM: Empowering large language models with sym-
bolic solvers for faithful logical reasoning. In

Bouamor, H., Pino, J., and Bali, K. (eds.), Find-
ings of the Association for Computational Linguis-
tics: EMNLP 2023, pp. 3806–3824, Singapore, De-
cember 2023. Association for Computational Lin-
guistics. doi: 10.18653/v1/2023.findings-emnlp.
248. URL https://aclanthology.org/2023.
findings-emnlp.248/.

Park, J. S., Popowski, L., Cai, C., Morris, M. R., Liang, P.,
and Bernstein, M. S. Social simulacra: Creating popu-
lated prototypes for social computing systems. In Pro-
ceedings of the 35th Annual ACM Symposium on User
Interface Software and Technology, pp. 1–18, 2022.

Parkin, B. and Attwood, S. Menu design approaches to
promote sustainable vegetarian food choices when dining
out. Journal of Environmental Psychology, 79:101721,
2022.

Patterson, D., Gonzalez, J., Le, Q., Liang, C., Munguia, L.-
M., Rothchild, D., So, D., Texier, M., and Dean, J. Car-
bon emissions and large neural network training. arXiv
preprint arXiv:2104.10350, 2021.

Poore, J. and Nemecek, T. Reducing food’s environmental
impacts through producers and consumers. Science, 360
(6392):987–992, 2018.

Ratcliff, J. W., Metzener, D. E., et al. Pattern matching: the
gestalt approach. Dr. Dobb’s Journal, 13(7):46, 1988.

Roohani, Y., Lee, A., Huang, Q., Vora, J., Steinhart,
Z., Huang, K., Marson, A., Liang, P., and Leskovec,
J. BioDiscoveryAgent: An AI agent for design-
ing genetic perturbation experiments. arXiv preprint
arXiv:2405.17631, 2024.

Saerens, W., Smetana, S., Van Campenhout, L., Lammers,
V., and Heinz, V. Life cycle assessment of burger patties
produced with extruded meat substitutes. Journal of
Cleaner Production, 306:127177, 2021.

Santurkar, S., Durmus, E., Ladhak, F., Lee, C., Liang, P.,
and Hashimoto, T. Whose opinions do language mod-
els reflect? In International Conference on Machine
Learning, pp. 29971–30004. PMLR, 2023.

Scherer, L., Behrens, P., and Tukker, A. Opportunity for a di-
etary win-win-win in nutrition, environment, and animal
welfare. One Earth, 1(3):349–360, 2019.

Si, C., Yang, D., and Hashimoto, T. Can LLMs generate
novel research ideas? A large-scale human study with
100+ NLP researchers. arXiv preprint arXiv:2409.04109,
2024.

Spence, C. Just how much of what we taste derives from
the sense of smell? Flavour, 4:1–10, 2015.

11

https://www.menusofchange.org/about-moc
https://www.menusofchange.org/about-moc
https://openreview.net/forum?id=GF5l0F19Bt
https://openreview.net/forum?id=GF5l0F19Bt
https://aclanthology.org/2023.findings-emnlp.248/
https://aclanthology.org/2023.findings-emnlp.248/


What Can Large Language Models Do for Sustainable Food?

St. Pierre, S. R., Darwin, E. C., Adil, D., Aviles, M. C.,
Date, A., Dunne, R. A., Lall, Y., Parra Vallecillo, M.,
Perez Medina, V. A., Linka, K., et al. The mechanical
and sensory signature of plant-based and animal meat.
npj Science of Food, 8(1):94, 2024.

Swanson, K., Wu, W., Bulaong, N. L., Pak, J. E., and Zou,
J. The virtual lab: AI agents design new SARS-CoV-2
nanobodies with experimental validation. bioRxiv, pp.
2024–11, 2024.

The New York Times. Fake Meat vs. Real Meat.
https://www.nytimes.com/2019/12/
03/well/eat/fake-meat-vs-real-meat.
html#:˜:text=Fake%20Meat%20vs.-,Real%
20Meat,%E2%80%9Cultra%2Dprocessed%
20imitations.%E2%80%9D&text=The%
20meat%20industry%20has%20a,Beware%
20of%20plant%2Dbased%20meat., 2019. [Ac-
cessed 03-01-2025].

Todhunter, M. E., Jubair, S., Verma, R., Saqe, R., Shen, K.,
and Duffy, B. Artificial intelligence and machine learning
applications for cultured meat. Frontiers in Artificial
Intelligence, 7:1424012, 2024.

Tomsov, A. The Role Of Sensory Panels At Rede-
fine Meat. https://www.redefinemeat.com/
blog/sensory-panels/, 2023. [Accessed 04-01-
2025].

Tuia, D., Kellenberger, B., Beery, S., Costelloe, B. R., Zuffi,
S., Risse, B., Mathis, A., Mathis, M. W., Van Langevelde,
F., Burghardt, T., et al. Perspectives in machine learning
for wildlife conservation. Nature communications, 13(1):
1–15, 2022.

Van Wynsberghe, A. Sustainable ai: Ai for sustainability
and the sustainability of ai. AI and Ethics, 1(3):213–218,
2021.

VanderWeele, T. J. and Mathur, M. B. Some desirable
properties of the bonferroni correction: is the bonferroni
correction really so bad? American Journal of Epidemi-
ology, 188(3):617–618, 2019.

Varela, P. and Ares, G. Sensory profiling, the blurred line
between sensory and consumer science. a review of novel
methods for product characterization. Food Research
International, 48(2):893–908, 2012.

Waschulin, V. and Specht, L. Cellular agriculture: An exten-
sion of common production methods for food. https:
//gfi.org/wp-content/uploads/2021/02/
Cellular-Agriculture-for-Animal-Protein.
pdf/, 2018. [Accessed 06-01-2025].

Weijers, R. J., Claessens, I. W., Gillebaart, M., and de Rid-
der, D. T. Nudging towards sustainable dining: Explor-
ing menu nudges to promote vegetarian meal choices in
restaurants. Appetite, 198:107376, 2024.

Wolsey, L. A. Integer programming. John Wiley & Sons,
2020.

Xu, X., Sharma, P., Shu, S., Lin, T.-S., Ciais, P., Tubiello,
F. N., Smith, P., Campbell, N., and Jain, A. K. Global
greenhouse gas emissions from animal-based foods are
twice those of plant-based foods. Nature Food, 2(9):
724–732, 2021.

Yang, C., Wang, X., Lu, Y., Liu, H., Le, Q. V., Zhou, D., and
Chen, X. Large language models as optimizers. In The
Twelfth International Conference on Learning Represen-
tations, 2024. URL https://openreview.net/
forum?id=Bb4VGOWELI.

Ye, X., Chen, Q., Dillig, I., and Durrett, G. SatLM:
Satisfiability-aided language models using declarative
prompting. Advances in Neural Information Processing
Systems, 36, 2024.

Zhang, E., Wang, X., Gong, P., Lin, Y., and Mao, J. USimA-
gent: Large language models for simulating search users.
In Proceedings of the 47th International ACM SIGIR
Conference on Research and Development in Information
Retrieval, pp. 2687–2692, 2024.

12

https://www.nytimes.com/2019/12/03/well/eat/fake-meat-vs-real-meat.html#:~:text=Fake%20Meat%20vs.-,Real%20Meat,%E2%80%9Cultra%2Dprocessed%20imitations.%E2%80%9D&text=The%20meat%20industry%20has%20a,Beware%20of%20plant%2Dbased%20meat.
https://www.nytimes.com/2019/12/03/well/eat/fake-meat-vs-real-meat.html#:~:text=Fake%20Meat%20vs.-,Real%20Meat,%E2%80%9Cultra%2Dprocessed%20imitations.%E2%80%9D&text=The%20meat%20industry%20has%20a,Beware%20of%20plant%2Dbased%20meat.
https://www.nytimes.com/2019/12/03/well/eat/fake-meat-vs-real-meat.html#:~:text=Fake%20Meat%20vs.-,Real%20Meat,%E2%80%9Cultra%2Dprocessed%20imitations.%E2%80%9D&text=The%20meat%20industry%20has%20a,Beware%20of%20plant%2Dbased%20meat.
https://www.nytimes.com/2019/12/03/well/eat/fake-meat-vs-real-meat.html#:~:text=Fake%20Meat%20vs.-,Real%20Meat,%E2%80%9Cultra%2Dprocessed%20imitations.%E2%80%9D&text=The%20meat%20industry%20has%20a,Beware%20of%20plant%2Dbased%20meat.
https://www.nytimes.com/2019/12/03/well/eat/fake-meat-vs-real-meat.html#:~:text=Fake%20Meat%20vs.-,Real%20Meat,%E2%80%9Cultra%2Dprocessed%20imitations.%E2%80%9D&text=The%20meat%20industry%20has%20a,Beware%20of%20plant%2Dbased%20meat.
https://www.nytimes.com/2019/12/03/well/eat/fake-meat-vs-real-meat.html#:~:text=Fake%20Meat%20vs.-,Real%20Meat,%E2%80%9Cultra%2Dprocessed%20imitations.%E2%80%9D&text=The%20meat%20industry%20has%20a,Beware%20of%20plant%2Dbased%20meat.
https://www.nytimes.com/2019/12/03/well/eat/fake-meat-vs-real-meat.html#:~:text=Fake%20Meat%20vs.-,Real%20Meat,%E2%80%9Cultra%2Dprocessed%20imitations.%E2%80%9D&text=The%20meat%20industry%20has%20a,Beware%20of%20plant%2Dbased%20meat.
https://www.redefinemeat.com/blog/sensory-panels/
https://www.redefinemeat.com/blog/sensory-panels/
https://gfi.org/wp-content/uploads/2021/02/Cellular-Agriculture-for-Animal-Protein.pdf/
https://gfi.org/wp-content/uploads/2021/02/Cellular-Agriculture-for-Animal-Protein.pdf/
https://gfi.org/wp-content/uploads/2021/02/Cellular-Agriculture-for-Animal-Protein.pdf/
https://gfi.org/wp-content/uploads/2021/02/Cellular-Agriculture-for-Animal-Protein.pdf/
https://openreview.net/forum?id=Bb4VGOWELI
https://openreview.net/forum?id=Bb4VGOWELI


What Can Large Language Models Do for Sustainable Food?

A. Proof of Proposition 6.1
The problem we would like to solve is:

max
x

f(x) :=

N∑
i=1

p(ui)xi + λd(x)

N∑
i=1

xi = K

xi ∈ {0, 1} ∀i ∈ [1, ..., N ]

(3)

However, we do not have access to the true scores p(ui), e.g. actual satisfaction of a specified population with a recipe.
Instead, we use an LLM to produce the estimates p̂(ui), and solve:

max
x

f̂(x) :=

N∑
i=1

p̂(ui)xi + λd(x)

N∑
i=1

xi = K

xi ∈ {0, 1} ∀i ∈ [1, ..., N ]

(4)

Let x∗ be the optimal solution of (3), and let x̂∗ be the optimal solution of (4).

Proposition A.1. Let p(ui), p̂(ui) ∈ [0, 1], and d(x) ∈ [0, D]. If |p̂(ui)−p(ui)| ≤ ϵ for all ui ∈ U , then |f(x̂∗)−f(x∗)| ≤
2Kϵ+ 2λD.

Proof. First, note that ∀x, |f(x) − f̂(x)| ≤ Kϵ + λD. Then, combining this with the optimality of x∗ and x̂∗, f(x̂∗) ≥
f̂(x̂∗)− (Kϵ+ λD) ≥ f̂(x∗)− (Kϵ+ λD) ≥ f(x∗)− 2Kϵ− 2λD.

B. Extended Related Work
Large Language Models and Reasoning. Our work broadly pertains to the integration of LLMs with other tools for
reasoning tasks. Ahmaditeshnizi et al. (2024) develop an agent called OptiMUS for formulating and solving (mixed
integer) linear programming problems from their natural language descriptions. Their goal is to expand access to solvers to
individuals who lack the expertise required to formulate and solve these problems. Ye et al. (2024) propose SatLM, which
combines LLMs with SAT solvers to solve problems in arithmetic reasoning, logical reasoning, and symbolic reasoning.
Pan et al. (2023) propose Logic-LM, which integrates LLMs with symbolic solvers to improve logical reasoning. Relative
to these works, our setting is fundamentally different, where the underlying optimization problem is not fully specified
due to involving subjective human preferences or other components that are difficult to formalize mathematically. We are
specifically motivated by the food domain, in which human satisfaction must be considered (alongside other factors such as
nutrition, cost, emissions, etc.), but is difficult to write down mathematically. Similar problems arise in settings such as
education (e.g. curriculum design) and health (e.g. fitness regimen design). Our framework is also applicable to settings
where it may take considerable effort to formally specify the optimization problem, e.g. computing climate impacts as well
as cost, nutrition, etc. for each food item, but an LLM may be able to generate sufficiently accurate estimates. We also note
past work in the natural language processing literature on combining integer programming with machine learning, e.g. Denis
& Baldridge (2007), which used integer linear programming for coference resolution.

Large Language Models for Climate, Sustainability, and Food. Bulian et al. (2024) propose an evaluation framework
for LLMs in the domain of climate information. Morio & Manning (2023) create a benchmark dataset for assessing corporate
climate policy engagement and evaluate several language models. Huang et al. (2024) introduce the FoodPuzzle dataset
and create an LLM-based agent for flavor profile prediction. They define two tasks: molecular food prediction, in which
the goal is to predict food sources based on their molecular composition, and molecular profile completion, in which the
goal is to identify the missing molecules needed to complete the molecular profile of a given food item. Within our paper,
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the most closely related task is sensory profile prediction. Our work differs in that we evaluate LLMs on their ability to
predict dimensions otherwise evaluated by a human sensory panel, such as overall satisfaction, purchase intent, meatiness,
etc. prevalent in the current practice of product development in food science. Sensory panels are essential but also very
expensive and time consuming to both run and analyze. Additionally, our evaluation specifically focuses on sustainable
protein rather than general food science. Finally, Huang et al. (2024) develop an agent based on in-context learning and
retrieval augmented generation, whereas we evaluate LLMs on our sustainable protein tasks via zero-shot prompting, as
well as integration with combinatorial optimization.

Artifical Intelligence for Climate, Sustainability, and Food. Previous work has studied climate- and environment-
related applications of artificial intelligence (Tuia et al., 2022; Chapman et al., 2024; Madadkhani et al., 2024; Kaack et al.,
2022). Within the food domain, previous work has explored how AI can reduce energy use in plant factories to support
sustainable food production (Decardi-Nelson & You, 2024). St. Pierre et al. (2024) demonstrated that a combination of
mechanical testing and ML can describe food texture in a similar manner to human taste testers.

C. Supplementary Information on Datasets
C.1. NECTAR Dataset

The NECTAR dataset was collected over the period of June to August 2023 in Precision Research’s Chicago research center.
It is only available to academic researchers to reduce harm to the reputations of companies whose products performed
poorly in the taste testing. Additional information can be found at https://www.nectar.org/taste. It consists of
5,516 sensory evaluations of 47 products, and will continue to grow in size over the coming years. Each sensory evaluation
consists of 21 dimensions, shown in Table 3. The products were prepared in a test kitchen according to manufacturers’
instructions. Plant-based product selection criteria were based on popularity, availability (i.e. distributed in-market at the
time of the test), and similarity to analog animal offerings (i.e. veggie burgers made from whole plants were not included,
whereas plant-based burgers aiming to mimic the eating experience of animal-based burgers were included). All tasting was
blind and monadic (one product at a time), and the panel was untrained.

Sensory Dimension Question Type Burger Hot Dog Bacon Chicken Nuggets Chicken Tenders

Appearance 7 pt Likert Scale X X X X X
Color 7 pt Semantic Differential X X X X X
Flavor Liking 7 pt Likert Scale X X X X X
Spiciness 7 pt Semantic Differential X X X X X
Like Open Ended X X X X X
Dislike Open Ended X X X X X
Overall Liking 7 pt Likert Scale X X X X X
Meatiness 7 pt Semantic Differential X X X X X
Greasiness 7 pt Likert Scale X X X X X
Juiciness 7 pt Semantic differential X X X X X
Smokiness 7 pt Semantic Differential X X
Sweetness 7 pt Semantic Differential X X
Saltiness 7 pt Semantic Differential X X X X
Crispiness 7 pt Semantic Differential X X X
Aftertaste Strength 5 pt Likert Scale X X X X X
Aftertaste 5 pt Semantic Differential X X X X X
Purchase Intent 5 pt Likert Scale X X X X X
Texture: Liking 7 pt Likert Scale X X X X X
Chewiness 7 pt Semantic Differential X X X X X
Firmness 7 pt Semantic Differential X X X X X
Breading Flavor 7 pt Semantic Differential X X

Table 3. Overview of sensory dimensions in NECTAR dataset, by category of sustainable protein product.
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C.2. Food.com Recipe Dataset

Figure C.2 shows an example recipe from the Food.com dataset.

Example Recipe

Name: Carina’s Tofu-Vegetable Kebabs
Description: This dish is best prepared a day in advance to allow the ingredients to soak in the marinade overnight.
Ingredients: extra firm tofu, eggplant, zucchini, mushrooms, soy sauce, low sodium soy sauce, olive oil, maple
syrup, honey, red wine vinegar, lemon juice, garlic cloves, mustard powder, black pepper.
Instructions:
1. Drain the tofu, carefully squeezing out excess water, and pat dry with paper towels.
2. Cut tofu into one-inch squares.
3. Set aside. Cut eggplant lengthwise in half, then cut each half into approximately three strips.
4. Cut strips crosswise into one-inch cubes. 5. Slice zucchini into half-inch thick slices.
6. Cut red pepper in half, removing stem and seeds, and cut each half into one-inch squares.
7. Wipe mushrooms clean with a moist paper towel and remove stems.
8. Thread tofu and vegetables on to barbecue skewers in alternating color combinations: For example, first a piece
of eggplant, then a slice of tofu, then zucchini, then red pepper, baby corn and mushrooms.
9. Continue in this way until all skewers are full.
10. Make the marinade by putting all ingredients in a blender, and blend on high speed for about one minute until
mixed.
11. Alternatively, put all ingredients in a glass jar, cover tightly with the lid and shake well until mixed.
12. Lay the kebabs in a long, shallow baking pan or on a non-metal tray, making sure they lie flat. Evenly pour the
marinade over the kebabs, turning them once so that the tofu and vegetables are coated.
13. Refrigerate the kebabs for three to eight hours, occasionally spooning the marinade over them.
14. Broil or grill the kebabs at 450 F for 15-20 minutes, or on the grill, until the vegetables are browned.
15. Suggestions This meal can be served over cooked, brown rice. Amounts can easily be doubled to make four
servings.

Figure 3. Example recipe from the Food.com dataset.

D. Supplementary Methods

Task Data Techniques Used Evaluation Metrics

Sustainable protein: ex-
perimental design

NECTAR Zero-shot prompting Accuracy, Specificity, Comple-
mentarity, Time Saved (Expert Hu-
man Food Scientist Evaluation)

Traditional foods: menu
design

Menu from Banerjee et al.
(2023), emissions data from
Poore & Nemecek (2018),
animal welfare data from
Faunalytics (2020)

Zero-shot prompting, inte-
ger quadratic programming

Satisfaction (Human Subjects
Evaluation), Emissions, Animal
Welfare (Automated)

Sustainable protein: sen-
sory profile prediction

NECTAR Zero-shot prompting Accuracy (Automated)

Traditional foods: recipe
preference prediction

Food.com Zero-shot prompting Accuracy (Automated)

Table 4. Overview of tasks, techniques used, and evaluation metrics.
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D.1. Experimental Design

The 30 sustainable protein products used in this task consisted of six products from each of the five categories. Further
information on the food scientists is in Table 6. The prompt for Phase 1 is shown in Figure 4, and our standardization prompt
is shown in Figure 5. Precise definitions of the dimensions of evaluation in Phase 2 are in Section D.1.2. In Phase 1, 15
food scientists participated, each evaluating 2 products. In Phase 2, again 15 food scientists participated, each evaluating 2
products (with one human and one LLM response per product), with an overlap of 10 food scientists between Phase 1 and
Phase 2.

Prompt

You are an expert plant-based meat food scientist. You have devised a <category> product with the following
ingredient list: <ingredient list>.
Additionally, it has the following nutritional information: <nutrition facts>.
You ran a blind taste test of American omnivores and received the following quantitative feedback on your product:
<quantitative feedback>.
Additionally, you received the following qualitative feedback about what people liked: <positive feedback>.
You also received the following qualitative feedback about what people disliked: <negative feedback>.
What changes would you consider making to your product? Could you design a set of experiments on the key areas
that need improvement? You will be evaluated on metrics including accuracy and specificity.

Figure 4. Prompt for Phase 1 of the experimental design task, in which o1-preview and expert food scientists generated experimental
designs for improving sustainable protein products on the basis of sensory panel feedback. For the food scientists, the first line was
removed. o1-preview was additionally instructed to limit its responses to 250 words, to approximately match the mean length of the food
scientists’ responses. Even though the mean original human response length was 311 words (Table 5), 250 was chosen in the instruction
to o1-preview because we noticed that o1-preview tended to exceed the word limit.

Prompt

You are a writing assistant specializing in editing writing produced by food scientists. I will give you some text to
edit.
Instructions:
1. Convert all suggestions to a numbered list, with a title for each suggestion. Do not include any content that is not
part of the numbered list.
2. Do not change the length.
3. Remove any references to the author’s personal experience or to other writing.
4. Rewrite it as if it could have come from either a human or LLM.
5. Use complete sentences.
6. Do not add any prefix like ‘Here is the edited text’. Just output the edited text.
7. Do not add or remove any of the meaning, unless necessary for following instruction #3.
8. Do not use asterisks.
Here is the text:
<original text>

Figure 5. Prompt for style standardization step of the experimental design task.

Original Edited
o1-preview 319.8 (37.7) 327.6 (87.2)
Food Scientist 311.3 (223.9) 311.6 (195.3)

Table 5. Original and edited lengths of o1-preview’s and food scientists’ experimental designs. Standard deviation is in parentheses.
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D.1.1. PROPERTIES OF EXPERT FOOD SCIENTISTS

20 food science experts were recruited via direct outreach on LinkedIn or email from our food scientist team member. Their
properties are shown in Table 6.

Phase 1 (n = 15) Phase 2 (n = 15) All (n = 20)
Mean Years of Experience in Plant-Based Food Science 4.33 (2.78) 4.73 (5.30) 5.05 (4.73)
Mean Years of Experience in Plant-Based Meat 2.23 (2.01) 3.27 (3.82) 3.08 (3.38)

Table 6. Properties of food scientists. Standard deviation is in parentheses. 10 food scientists participated in both Phase 1 and Phase 2, but
we ensured that they did not evaluate their own experimental designs.

D.1.2. EVALUATION DIMENSIONS

The dimensions of evaluation were defined to the food scientists as follows:

• Accuracy: Are these suggestions likely to be useful in improving the product, to the best of your knowledge? Are they
consistent with the provided feedback?

• Specificity: How detailed and actionable are the suggestions?
• Complementarity: Did this scientist see anything you missed? Would they be complementary as a brainstorming

partner?
• Time saved: How much time, if any, do you think collaborating with this scientist would save you in designing a full

(detailed and implementable) experimental design plan to improve this product? Please specify in hours.

D.2. Menu Design

The original menu we use is from Banerjee et al. (2023), who chose the items from Deliveroo’s and Just Eat’s top 100
items ordered in the United Kingdom in 2019. They also adjusted the items following pilot surveys. The menu includes 19
non-vegetarian and 17 vegetarian or vegan items. The original paper says 18 non-vegetarian and 18 vegetarian or vegan
options, but a dish called “Panchetta Carbonara” was included in the vegetarian section. For some items, the original menu
included a “(v)” parenthetical indicating that a vegan option is available. We removed these parentheticals for simplicity in
survey design and computing GHG emissions. Following Banerjee et al. (2023), GHG emissions were estimated based on
the main ingredient of the dish. Data from Poore & Nemecek (2018) were used to compute emissions. For animal welfare,
data from Faunalytics, a leading animal welfare organization, on number of animals killed per kilogram of various meats
were used (Faunalytics, 2020). Two meats in the original menu, lamb and duck, were not contained in the Faunalytics data,
and instead were imputed using the value for turkey, an animal of roughly similar size. Table 7 shows the sample sizes per
arm in the Prolific experiments.

Arm Sample Size

Original 50
Vegetarian Subset 50
Remove Beef 50
Vegetarian First 50
o1-preview 49
o1-preview+IQP 50
o1-preview RD 50
GPT-4o+IQP 50
Llama+IQP 52
Claude+IQP 50
Gemini+IQP 51

Table 7. Sample sizes per arm in Prolific randomized experiments for the menu design task. “o1-preview RD” is an ablation in which
o1-preview’s descriptions were replaced with a simple list of ingredients.

Other than the choice of dish, the participants were also asked the following questions:

17



What Can Large Language Models Do for Sustainable Food?

• How satisfied are you with your set of choices? 1: not at all. 10: very satisfied.

• How likely would you be to visit this restaurant, assuming it is affordable and a convenient distance from you? 1: not
likely at all. 10: very likely.

• How likely would you be to recommend this restaurant to your friends? 1: not likely at all. 10: very likely.

Prompt

You are a brilliant chef experienced at creating sustainable and delicious food.
Here is a menu: <original menu>
Please generate a revised menu, with the same number of recipes (<n>) and no new ingredients other than tofu,
lentils, mushrooms, chickpeas, eggs, and cheese.
Design the menu to achieve at least a 75% CO2 emissions reduction in people’s choices while maintaining or
improving patron satisfaction with their set of choices.
Patrons will be American omnivores. Emissions will be computed based on the main (first) ingredient.
Please output each recipe in same format as this example:
Tofu curry ramen
Fried tofu, noodles, curry broth, pak choi, pickled onions.
Appealing description.
The ingredients must be in order of usage, i.e the main ingredient must come first.
Very important: you must only use ingredients in the original menu or the list above. For every ingredient, there
must be an exact match in the original menu or the list above.
Do not worsen cost, nutrition, animal welfare (number of animals used, computed based on the first ingredient), or
preparation time.
Do not include any stars, asterisks, hashtags, underscores. Do not number the recipes. Do not include any text other
than recipe information, e.g. do not say ‘Here are the recipes’.

Figure 6. LLM prompt used in the menu design ablation, in which o1-preview on its own was asked to directly revise the original menu.

Prompt

You are a brilliant chef experienced at creating sustainable and delicious food. Here is a menu: <original menu>
Please generate (<k>) new, delicious, and diverse vegan or vegetarian dishes from this set of ingredients. You are
also allowed to use tofu, lentils, mushrooms, chickpeas, eggs, and cheese.
Patrons will be American omnivores.
Please output in same format as this example:
Tofu curry ramen
Fried tofu, noodles, curry broth, pak choi, pickled onions.
Appealing description.
The ingredients must be in order of usage, i.e the main ingredient must come first.
Very important: you must only use ingredients in the original menu or the list above. For every ingredient, there
must be an exact match in the original menu or the list above.
Do not worsen CO2 emissions, cost, nutrition, or preparation time. Emissions will be computed based on the main
(first) ingredient.
Do not include any stars, asterisks, hashtags, underscores. Do not number the recipes. Do not include any text other
than recipe information, e.g. do not say ‘Here are the recipes’.

Figure 7. LLM prompt used in the recipe generation stage of the LLM+IQP approach.

D.3. Sensory Profile Prediction

Figure 9 shows the prompt for the sensory profile prediction task. Table 8 shows the number of pairs for each sensory
dimension. Table 9 shows sample sizes across all prediction tasks.
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Prompt

Here are <r> recipes. Please rate them on a scale of 1-10 based on standard American omnivore taste preferences,
1 being unappealing and 10 being appealing. Output only a comma-separated list of <r> numbers, from 1 to 10.
<recipes>

Figure 8. LLM prompt used in the rating stage of the LLM+IQP approach.

Prompt

You are an expert plant-based meat food scientist. Here are the ingredient lists of two <category> products.
Product 1: <ingredient list>
Product 2: <ingredient list>
Additionally, here are the nutrition facts for product 1: <nutrition facts>.
And here are the nutrition facts for product 2: <nutrition facts>.
Now, suppose that a group of 100 omnivores eats both products in a blind taste test. Which do you predict would be
ranked higher on the dimension of <dimension>? Please output a single character, either 1 or 2 on the first line.

Figure 9. LLM prompt for the sensory profile prediction task.

N

Overall Satisfaction 85
Meatiness 61
Greasiness 103
Juiciness 73
Sweetness 28
Saltiness 63
Purchase 82

All Dimensions 495

Table 8. Sample sizes (number of pairs) for each sensory dimension in the sensory profile prediction task.

Claude 3.5 Sonnet Gemini 1.5 Pro GPT-3.5 Turbo GPT-4o Llama o1-preview Baseline

Sensory Profile Prediction: LLM Prediction vs. Sensory Panel (Sustainable Protein)

All Dimensions 495 495 495 495 495 495 495
Overall Satisfaction 85 85 85 85 85 85 85
Meatiness 61 61 61 61 61 61 61
Greasiness 103 103 103 103 103 103 103
Juiciness 73 73 73 73 73 73 73
Sweetness 28 28 28 28 28 28 28
Saltiness 63 63 63 63 63 63 63
Purchase 82 82 82 82 82 82 82

Recipe Preference Prediction (Food.com): LLM Prediction vs. Rating (Traditional Foods)

Rating 500 500 500 500 500 500 500

Recipe Preference Prediction (Menu Design): LLM Prediction vs. Order Frequency (Traditional Foods)

Order Frequency 1225 1275 - 1225 1326 1225 1225

Table 9. Sample sizes (number of pairs) for prediction tasks.
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Prompt

You are an expert online recipe writer. Which online recipe would people prefer, recipe 1 or recipe 2?
Output a number only (1 or 2). You must choose one. If unsure, provide your best guess.
Recipe 1: <recipe text>
Recipe 2: <recipe text>
Answer:

Figure 10. LLM prompt for the recipe preference prediction task.

D.4. Recipe Preference Prediction

Figure 10 shows the prompt for the recipe preference prediction task.

E. Supplementary Results
E.1. Experimental Design

Figures 11 and 12 show an example output from o1-preview.

Example Output

1. Appearance Enhancement
Many participants found the appearance unappetizing, describing it as“looks like a dog treat,”“raw,” or “fake.”
- Experiment: Test natural coloring agents to achieve a more authentic bacon look. Incorporate beet juice or paprika
extract to enhance redness and use coconut oil for marbling effects.
- Variables: Vary concentrations of coloring agents and adjust cooking times and temperatures to achieve desired
caramelization.
- Metrics: Conduct sensory evaluations focusing on appearance, measuring scores against the current mean of 2.47.
2. Texture Improvement
Issues with a mushy center and inconsistent crispiness were noted.
- Experiment: Adjust the protein blend ratios and incorporate texturizers like methylcellulose to enhance firmness
and coherence.
- Variables: Test different ratios of soy and wheat proteins; vary levels of konjac powder and vegetable gums.
- Metrics: Use texture profile analysis to measure hardness and chewiness; collect sensory feedback on texture
aiming to improve the mean from 3.43 towards 4 (neutral).
3. Flavor Enhancement
Participants desired more smokiness and found the taste bland.
- Experiment: Increase natural smoke flavoring and seasoning levels to enhance meatiness and smokiness.
- Variables: Experiment with different types and concentrations of smoke extracts (e.g., hickory, applewood) and
adjust salt and sugar levels.
- Metrics: Sensory evaluations on flavor and smokiness, targeting improvements from means of 3.58 and 2.43
towards 4.
4. Reduce Greasiness
Some found the product too greasy.
- Experiment: Reduce sunflower oil content or replace it with a less greasy alternative like canola oil.
- Variables: Vary oil types and quantities.
- Metrics: Measure perceived greasiness in sensory tests, aiming to adjust the mean from 2.53 to 3 (moderately
greasy).

Figure 11. Example o1-preview output for the experimental design task, after style standardization.
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Example Output

1. Improve Texture and Crispiness. Issue: The product is perceived as too soft and lacking crispiness (Mean
crispiness rating: 5.86; ideal is 4).
Changes:
- Adjust ingredient composition by incorporating crisping agents like rice flour or modifying the ratio of wheat
gluten to reduce chewiness.
- Modify the process by slicing the product thinner and adjusting cooking temperatures and times to achieve a crisper
texture.
Experiment:
- Design a factorial experiment testing different levels of rice flour (e.g., 1%, 2%, 3%) and cooking temperatures
(e.g., 350°F, 375°F, 400°F).
- Measure the crispiness using texture analysis and conduct sensory evaluations.
2. Enhance Flavor Profile. Issue: Flavor is disliked, with complaints of excessive saltiness and artificial taste (Mean
flavor rating: 2.22; saltiness rating skewed towards too salty). Changes:
- Reduce salt content by gradually decreasing salt levels by 10-20%.
- Increase umami and smokiness by adding natural umami enhancers like mushroom extract or increasing natural
smoke flavors.
- Balance sweetness by introducing a small amount of natural sweeteners like maple syrup to mimic bacon’s
sweet-salty balance. Experiment:
- Create a series of formulations with varying salt levels (e.g., full, -10%, -20%) and added sweeteners.
- Conduct sensory tests focusing on flavor liking and saltiness perception.
3. Improve Appearance. Issue: Appearance is inconsistent; some find it artificial (Mixed feedback on color; Mean
color rating: 4.42).
Changes:
- Introduce marbling by using natural colorants to create a marbled fat appearance, mimicking real bacon.
- Adjust color by modifying the hue using oleoresin paprika for red tones and annatto for lighter shades.
Experiment:
- Develop prototypes with different marbling techniques and colorant levels.
- Perform visual assessments with consumers to rate appearance authenticity.
4. Increase Greasiness. Issue: Product is not perceived as greasy enough (Mean greasiness rating: 1.39; ideal is 3).
Changes:
- Incorporate plant-based fats by increasing the amount of oils like coconut or sunflower oil.
- Use fat release technology by employing oil encapsulation that melts during cooking to simulate bacon fat.
Experiment:
- Test formulations with varying fat levels (e.g., 2%, 4%, 6% additional oil). - Evaluate greasiness through sensory
panels and measure perceived oiliness.

Figure 12. Example o1-preview output for the experimental design task, after style standardization.

E.2. Menu Design

Table 10 shows accuracy of the predicted preferences.

E.3. Sensory Profile Prediction

Accuracies in each quartile of the ground truth preference gap are shown in Tables 13, 14, 15, 16.

E.4. Recipe Preference Prediction

Tables 17 and 18 list supplementary analyses of performance on the recipe preference task. Table 19 shows performance on
a smaller held-out set.
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LLM Accuracy

Claude 3.5 Sonnet 0.85
Gemini 1.5 Pro 0.72
GPT-3.5 Turbo -
GPT-4o 0.82
Llama 3.1 70b Instruct 0.72
o1-preview 0.50
o1-preview, RD 0.84

Table 10. Accuracy in the fourth (highest) quartile of the preference gap, for predicted preferences in the menu design task vs. actual
order frequency. The 25th and 50th percentile of the preference gap were both 1 (the minimum gap needed for inclusion in the analysis
in Table 2), so we did not test those quartiles. Accuracies statistically significant according to chi-squared test are in bold. GPT-3.5
Turbo did not produce a valid output for this task and thus was not tested. We note that LLM predictions were based on the recipe title
alone (not including the full description), which could explain the discrepancy between item-level prediction performance and menu-level
performance for o1-preview. When its descriptions were replaced with a simple list of ingredients (in one of the ablations), o1-preview’s
accuracy in this quartile was 84% (p=2.40e-20).

Outcome Treatment Effect Estimate (p-value) Percent Change

Emissions 34.31 (1.37e-18) 78.55
Satisfaction with Set of Choices -0.04 (0.93) -0.58
Likelihood of Visiting -0.07 (0.89) -0.95
Likelihood of Recommending to a Friend -0.38 (0.47) -4.9
Animal Usage 0.00 (0.91) -3.5

Table 11. Treatment Effect Estimates (p-value in parentheses) and percent change for o1-preview+IQP vs. the original menu, adjusting
(via linear regression) for the covariates of age, gender, race, and dietary preference. Signs are flipped so that positive values are better in
all cases. Compared to the original menu, o1-preview+IQP reduces average emissions by 79% while maintaining participants’s satisfaction
with their set of choices to within 1% of the original. Small reductions are observed in likelihood of visiting, likelihood of recommending
to a friend, and animal welfare, but none are statistically significant.

Emissions Satisfied Visit Recommend Animal Lives Plant Based LLM Gen. (AO) LLM Gen. (AC)

Original 44.91 8.40 7.90 7.82 0.08 0.20 0.00 0.00
Veg. Subset 19.87 6.82 6.76 6.36 0.00 1.00 0.00 0.00
Remove Beef 21.65 7.74 7.50 7.08 0.16 0.24 0.00 0.00
Vegetarian First 37.37 8.20 7.74 7.62 0.13 0.28 0.00 0.00
o1-preview+IQP 8.70 8.44 7.80 7.46 0.08 0.54 0.50 0.44
o1-preview 9.64 6.51 6.29 6.22 0.00 1.00 1.00 1.00
o1-preview RD 11.05 7.48 6.98 6.76 0.18 0.36 0.50 0.20
Claude+IQP 10.16 7.30 6.68 6.86 0.16 0.38 0.42 0.28
Gemini+IQP 11.71 7.59 7.35 7.02 0.19 0.31 0.44 0.10
GPT-4o+IQP 8.53 7.38 7.08 6.98 0.17 0.52 0.42 0.36
Llama+IQP 10.68 7.77 7.54 7.21 0.12 0.58 0.50 0.31

Table 12. Table of all results for the menu design task. “Emissions” is in kg of CO2eq per kg of food item. “Animal Lives” is number of
animals killed per kg of food item. “Satisfied”, “Visit”, and “Recommend” are on a ten point (1 to 10) scale. “Plant Based” is the fraction
of choices that were plant based (either vegan or vegetarian). “LLM Gen. (AO)” is the fraction of available options in the final optimized
menu that were LLM generated (as opposed to recipes from the original menu). “LLM Gen. (AC)” is the fraction of actual choices that
were LLM generated (as opposed to recipes from the original menu).
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Emissions

Figure 13. Average emissions for all arms. n = 552 across arms. Lower is better. Asterisks indicate a statistically significant difference
(t-test with Bonferroni correction) compared to the original menu. Baselines are in green, ablations are in orange. In “o1-preview RD”,
o1-preview’s descriptions are replaced with a simple list of ingredients.

Claude 3.5 Sonnet Gemini 1.5 Pro GPT-3.5 Turbo GPT-4o Llama o1-preview Baseline

Overall Satisfaction 0.43 0.29 0.43 0.33 0.43 0.43 0.71
Meatiness 0.27 0.33 0.40 0.47 0.27 0.40 0.47
Greasiness 0.65 0.69 0.46 0.77 0.77 0.65 0.69
Juiciness 0.44 0.67 0.67 0.67 0.33 0.61 0.50
Sweetness 0.29 0.71 0.86 0.71 0.71 0.71 0.86
Saltiness 0.75 0.81 0.62 0.81 0.69 0.75 0.56
Purchase 0.60 0.45 0.50 0.50 0.50 0.50 0.45

All Dimensions 0.52 0.55 0.53 0.60 0.53 0.57 0.59

Table 13. Accuracies of six LLMs on the sensory profile prediction task, quartile 1 of the preference gap. Statistically significant results
(chi-squared test with Bonferroni correction) are in bold.
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Figure 14. Average satisfaction for all arms. n = 552 across arms. Higher is better. Asterisks indicate a statistically significant difference
(t-test with Bonferroni correction) compared to the original menu. Baselines are in green, ablations are in orange. In “o1-preview RD”,
o1-preview’s descriptions are replaced with a simple list of ingredients.

Claude 3.5 Sonnet Gemini 1.5 Pro GPT-3.5 Turbo GPT-4o Llama o1-preview Baseline

Overall Satisfaction 0.65 0.45 0.35 0.40 0.55 0.60 0.80
Meatiness 0.87 0.80 0.60 0.67 0.60 0.80 0.53
Greasiness 0.52 0.60 0.72 0.72 0.64 0.56 0.68
Juiciness 0.65 0.71 0.71 0.53 0.59 0.59 0.71
Sweetness 0.29 0.43 0.57 0.29 0.14 0.43 0.43
Saltiness 0.67 0.60 0.67 0.60 0.73 0.53 0.60
Purchase 0.62 0.10 0.38 0.38 0.33 0.57 0.57

All Dimensions 0.62 0.52 0.57 0.53 0.54 0.59 0.64

Table 14. Accuracies of six LLMs on the sensory profile prediction task, quartile 2 of the preference gap. Statistically significant results
(chi-squared test with Bonferroni correction) are in bold.
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Figure 15. Average likelihood of visiting the hypothetical restaurant for all arms. n = 552 across arms. Higher is better. Asterisks indicate
a statistically significant difference (t-test with Bonferroni correction) compared to the original menu. Baselines are in green, ablations
are in orange. In “o1-preview RD”, o1-preview’s descriptions are replaced with a simple list of ingredients.

Claude 3.5 Sonnet Gemini 1.5 Pro GPT-3.5 Turbo GPT-4o Llama o1-preview Baseline

Overall Satisfaction 0.64 0.59 0.41 0.64 0.59 0.68 0.55
Meatiness 0.60 0.60 0.60 0.67 0.60 0.60 0.53
Greasiness 0.65 0.69 0.65 0.85 0.81 0.73 0.77
Juiciness 0.68 0.53 0.58 0.68 0.53 0.79 0.74
Sweetness 0.43 0.43 0.43 0.57 0.43 0.43 0.71
Saltiness 0.69 0.69 0.50 0.81 0.62 0.88 0.88
Purchase 0.55 0.30 0.25 0.45 0.40 0.35 0.75

All Dimensions 0.62 0.56 0.50 0.68 0.59 0.66 0.70

Table 15. Accuracies of six LLMs on the sensory profile prediction task, quartile 3 of the preference gap. Statistically significant results
(chi-squared test with Bonferroni correction) are in bold.
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Figure 16. Average likelihood of recommending the hypothetical restaurant to a friend for all arms. n = 552 across arms. Higher is better.
Asterisks indicate a statistically significant difference (t-test with Bonferroni correction) compared to the original menu. Baselines are in
green, ablations are in orange. In “o1-preview RD”, o1-preview’s descriptions are replaced with a simple list of ingredients.

Claude 3.5 Sonnet Gemini 1.5 Pro GPT-3.5 Turbo GPT-4o Llama o1-preview Baseline

Overall Satisfaction 0.67 0.29 0.33 0.19 0.48 0.81 0.86
Meatiness 0.67 0.53 0.40 0.73 0.60 0.80 0.40
Greasiness 0.50 0.58 0.69 0.62 0.69 0.62 0.62
Juiciness 0.67 0.50 0.56 0.67 0.61 0.56 0.89
Sweetness 0.43 0.86 0.57 0.86 0.71 1.00 1.00
Saltiness 0.69 0.56 0.50 0.69 0.75 0.81 0.88
Purchase 0.80 0.35 0.35 0.50 0.45 0.75 0.70

All Dimensions 0.64 0.49 0.49 0.57 0.60 0.73 0.74

Table 16. Accuracies of six LLMs on the sensory profile prediction task, quartile 4 of the preference gap. Statistically significant results
(chi-squared test with Bonferroni correction) are in bold.
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Figure 17. Average animal usage for all arms. n = 552 across arms. Lower is better for animal welfare. Asterisks indicate a statistically
significant difference (t-test with Bonferroni correction) compared to the original menu. Baselines are in green, ablations are in orange. In
“o1-preview RD”, o1-preview’s descriptions are replaced with a simple list of ingredients.

LLM Condition
Q1 Q2 Q3 Q4 Overall

GPT-4o 62.32% 65.31% 67.74% 71.43% 64.00%
Claude 3.5 Sonnet 64.79% 61.22% 58.06% 85.71% 63.20%
o1-preview 60.92% 57.14% 59.68% 57.14% 59.60%
GPT-3.5 Turbo 55.99% 55.78% 58.06% 85.71% 56.60%
Llama 3.1 70b Instruct 53.17% 48.3% 43.55% 57.14% 50.60%
Gemini 1.5 Pro 50.00% 50.34% 33.87% 28.57% 47.80%

Table 17. Accuracies of six LLMs in the recipe preference prediction task, stratified by the quartiles of the difference in review scores.
Statistically significant results (chi-squared test with Bonferroni correction) are in bold.
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Figure 18. Average emissions for all arms, excluding vegan and vegetarian participants. n = 514 across arms. Lower is better. Asterisks
indicate a statistically significant difference (t-test with Bonferroni correction) compared to the original menu. Baselines are in green,
ablations are in orange. In “o1-preview RD”, o1-preview’s descriptions are replaced with a simple list of ingredients.

LLM Condition
Overall ¬Vvs.¬V Vvs.¬V Vvs.V V > ¬V V < ¬V

GPT-4o 64.00% 70.81% 50.77% 37.5% 53.66% 66.03%
Claude 3.5 Sonnet 63.20% 67.34% 56.15% 41.67% 43.9% 66.99%
o1-preview 59.60% 65.32% 46.15% 50.0% 48.78% 61.72%
GPT-3.5 Turbo 56.60% 63.87% 42.31% 29.17% 40.24% 59.81%
Llama 3.1 70b Instruct 50.60% 54.91% 42.31% 33.33% 43.9% 51.91%
Gemini 1.5 Pro 47.80% 50.58% 43.08% 33.33% 45.12% 48.33%

Table 18. Accuracies of six LLMs in the recipe preference prediction task, stratified by the ground truth comparison type: non- vegetarian
vs. non- vegetarian (¬Vvs.¬V), vegetarian vs. non- vegetarian (Vvs.¬V), and vegetarian vs. vegetarian comparisons (Vvs.V). Within
the vegetarian vs. non- vegetarian comparisons, performance is displayed separately when vegetarian is preferred (V > ¬V) and when
non- vegetarian is preferred (V < ¬V). Statistically significant results (chi-squared test with Bonferroni correction) are in bold.

LLM Accuracy

Claude 3.5 Sonnet 56.90%
Gemini 1.5 Pro 41.38%
GPT-3.5 Turbo 55.17%
GPT-4o 55.17%
Llama 3.1 70b Instruct 74.14%
o1-preview 68.97%

Table 19. Recipe preference prediction: Post-cut-off dataset. Overall accuracy on the post-cut-off dataset.
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Figure 19. Average satisfaction for all arms, excluding vegan and vegetarian participants. n = 514 across arms. Higher is better. Asterisks
indicate a statistically significant difference (t-test with Bonferroni correction) compared to the original menu. Baselines are in green,
ablations are in orange. In “o1-preview RD”, o1-preview’s descriptions are replaced with a simple list of ingredients.
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Figure 20. Average likelihood of visiting the hypothetical restaurant for all arms, excluding vegan and vegetarian participants. n = 514
across arms. Higher is better. Asterisks indicate a statistically significant difference (t-test with Bonferroni correction) compared to the
original menu. Baselines are in green, ablations are in orange. In “o1-preview RD”, o1-preview’s descriptions are replaced with a simple
list of ingredients.
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Likelihood of Recommending to a Friend

Figure 21. Average likelihood of recommending the hypothetical restaurant to a friend for all arms, excluding vegan and vegetarian
participants. n = 514 across arms. Higher is better. Asterisks indicate a statistically significant difference (t-test with Bonferroni
correction) compared to the original menu. Baselines are in green, ablations are in orange. In “o1-preview RD”, o1-preview’s descriptions
are replaced with a simple list of ingredients.
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Figure 22. Average animal usage for all arms, excluding vegan and vegetarian participants. n = 514 across arms. Lower is better.Asterisks
indicate a statistically significant difference (t-test with Bonferroni correction) compared to the original menu. Baselines are in green,
ablations are in orange. In “o1-preview RD”, o1-preview’s descriptions are replaced with a simple list of ingredients.
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F. Menus
Original Menu (Banerjee et al., 2023)

1. Chicken Curry Ramen. Japanese fried chicken & noodles in a delicious curry broth.

2. Pork Ribs. Pork Ribs smothered with Kentucky style BBQ sauce.

3. Beef Bourguignon. 6oz Black Angus beef burger topped with crispy bacon, red wine braised onions, Raclette cheese.

4. Chicken Katsu Curry. Succulent chicken in a crispy Japanese panko crumb with mild curry sauce, pickles and steamed
rice.

5. Pepperoni Melt. This one’s got our triple cheese blend, tomato sauce and pepperoni.

6. Lamb Meatballs with Spaghetti. Handmade lamb patties grilled and topped with Greek yoghurt, tomato sauce, and
onions.

7. Aromatic Duck Rolls. Aromatic roast duck, hoisin sauce, cucumber, spring onion, rolled in rice paper.

8. Slow Cooked Beef in Chianti Sauce. Beef shin and shallots slow cooked in rich Chianti red wine sauce with a cheesy
dumpling.

9. Pork Porchetta. Slow-roasted pork belly in herbed red wine sauce, served with roasted new potatoes and broccoli.

10. Cured Salmon Sashimi. Dazzling beetroot cured slices of salmon served with lemon.

11. Beef Brisket and Venison Tagliatelle. A beef, brisket, venison, red wine and beef dripping ragu with tagliatelle, fresh
bufala mozzarella and crispy sage.

12. Rustica Chorizo Pizza. Chorizo salami, torn wild boar and pork meatballs, smoked mozzarella and baby sunblush
tomatoes.

13. Butterfly Chicken Burger. Two succulent chicken breasts joined by crispy skin, packaged in a Portuguese roll and
topped with tomato and lettuce.

14. American Hot Pizza. Pepperoni, mozzarella and tomato, with your choice of hot green, Roquito or jalapeno peppers.

15. Beef Angus Burger. 6oz beef burger with baby gem lettuce and plum tomato in a chargrilled brioche bun with Dijon
mayonnaise.

16. Beer Battered Fish with Chips. with frites and pea & mint puree.

17. Wild Boar Polpette. Oven-baked herby wild boar and pork meatballs in a pomodoro sauce with melted smoked
mozzarella.

18. Steak. Sliced Black Angus rump steak with red onion chutney, watercress, and Dijon mayonnaise.

19. Canelloni. pasta with béchamel, mozzarella and Gran Milano cheese.

20. Supreme Pizza. Cheese and tomato, onion, mushroom, fresh basil, olive and garlic oil.

21. Goat’s Cheese Calzone. Goats cheese, grilled aubergines, roasted peppers, oven roasted tomatoes.

22. Vegan Spaghetti Lentil Ragu. A hearty ragu of green lentils and mixed vegetables in a rich tomato and fennel sauce.

23. Jack Fruit Arrabiata. Vegan jackfruit peppers, spicy harissa, roquito chilis & vegan Mozzarella cheese, finished with
basil.

24. Halloumi Sticks with Mayo Avocado Dip. Chunky sticks of grilled halloumi cheese with a chilli jam and mayo avocado
dip.

25. Cheese Salad. Smoked cheddar, cheddar and sage stuffing.

26. Falafel with Tahini. Our signature recipe, served with a tahini dip.

27. Four Cheese Margherita. Mozzarella, mascarpone, fontal and grana cheese on a tomato base.

28. Vegan Meatballs. Vegan meatballs in a rich tomato and fennel sauce.

29. Bufala Caprese. Specialty tomatoes and drizzle of roasted garlic in extra virgin olive oil with Buffalo mozzarella.

30. Butternut Squash Salad. Roasted butternut squash with feta cheese, pomegranate seeds, mixed leaf salad and watercress.

31. Panchetta Carbonara. crispy pancetta and asparagus in a velvety sauce made with mascarpone, pecorino and Grana
Padano cheese.
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32. Lentil Linguine Ragu. Rich Italian lentil ragu with baby spinach, tomatoes, basil & pecorino cheese.

33. Aegean Slaw. Thinly shredded cabbage, carrot and red onion peppers, with an olive oil dressing.

34. Goat’s Cheese Salad. Goat’s cheese and balsamic onion crostinis on winter baby kale, red pepper, cucumber, plum
tomatoes.

35. Harusami Aubergine. Fried slices of aubergine with garlic & ginger sesame soy.

36. Inari Taco. Golden tofu pockets filled with sticky sushi rice, avocado salsa & vegan sriracha mayo.

Remove Beef

1. Chicken Curry Ramen. Japanese fried chicken & noodles in a delicious curry broth.

2. Pork Ribs. Pork Ribs smothered with Kentucky style BBQ sauce.

3. Chicken Katsu Curry. Succulent chicken in a crispy Japanese panko crumb with mild curry sauce, pickles and steamed
rice.

4. Pepperoni Melt. This one’s got our triple cheese blend, tomato sauce and pepperoni.

5. Lamb Meatballs with Spaghetti. Handmade lamb patties grilled and topped with Greek yoghurt, tomato sauce, and
onions.

6. Aromatic Duck Rolls. Aromatic roast duck, hoisin sauce, cucumber, spring onion, rolled in rice paper.

7. Pork Porchetta. Slow-roasted pork belly in herbed red wine sauce, served with roasted new potatoes and broccoli.

8. Cured Salmon Sashimi. Dazzling beetroot cured slices of salmon served with lemon.

9. Rustica Chorizo Pizza. Chorizo salami, torn wild boar and pork meatballs, smoked mozzarella and baby sunblush
tomatoes.

10. Butterfly Chicken Burger. Two succulent chicken breasts joined by crispy skin, packaged in a Portuguese roll and
topped with tomato and lettuce.

11. American Hot Pizza. Pepperoni, mozzarella and tomato, with your choice of hot green, Roquito or jalapeno peppers.

12. Beer Battered Fish with Chips. with frites and pea & mint puree.

13. Wild Boar Polpette. Oven-baked herby wild boar and pork meatballs in a pomodoro sauce with melted smoked
mozzarella.

14. Canelloni. pasta with béchamel, mozzarella and Gran Milano cheese.

15. Supreme Pizza. Cheese and tomato, onion, mushroom, fresh basil, olive and garlic oil.

16. Goat’s Cheese Calzone. Goats cheese, grilled aubergines, roasted peppers, oven roasted tomatoes.

17. Vegan Spaghetti Lentil Ragu. A hearty ragu of green lentils and mixed vegetables in a rich tomato and fennel sauce.

18. Jack Fruit Arrabiata. Vegan jackfruit peppers, spicy harissa, roquito chilis & vegan Mozzarella cheese, finished with
basil.

19. Halloumi Sticks with Mayo Avocado Dip. Chunky sticks of grilled halloumi cheese with a chilli jam and mayo avocado
dip.

20. Cheese Salad. Smoked cheddar, cheddar and sage stuffing.

21. Falafel with Tahini. Our signature recipe, served with a tahini dip.

22. Four Cheese Margherita. Mozzarella, mascarpone, fontal and grana cheese on a tomato base.

23. Vegan Meatballs. Vegan meatballs in a rich tomato and fennel sauce.

24. Bufala Caprese. Specialty tomatoes and drizzle of roasted garlic in extra virgin olive oil with Buffalo mozzarella.

25. Butternut Squash Salad. Roasted butternut squash with feta cheese, pomegranate seeds, mixed leaf salad and watercress.

26. Panchetta Carbonara. crispy pancetta and asparagus in a velvety sauce made with mascarpone, pecorino and Grana
Padano cheese.

27. Lentil Linguine Ragu. Rich Italian lentil ragu with baby spinach, tomatoes, basil & pecorino cheese.
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28. Aegean Slaw. Thinly shredded cabbage, carrot and red onion peppers, with an olive oil dressing.

29. Goat’s Cheese Salad. Goat’s cheese and balsamic onion crostinis on winter baby kale, red pepper, cucumber, plum
tomatoes.

30. Harusami Aubergine. Fried slices of aubergine with garlic & ginger sesame soy.

31. Inari Taco. Golden tofu pockets filled with sticky sushi rice, avocado salsa & vegan sriracha mayo.

Vegetarian

1. Canelloni. pasta with béchamel, mozzarella and Gran Milano cheese.

2. Supreme Pizza. Cheese and tomato, onion, mushroom, fresh basil, olive and garlic oil.

3. Goat’s Cheese Calzone. Goats cheese, grilled aubergines, roasted peppers, oven roasted tomatoes.

4. Vegan Spaghetti Lentil Ragu. A hearty ragu of green lentils and mixed vegetables in a rich tomato and fennel sauce.

5. Jack Fruit Arrabiata. Vegan jackfruit peppers, spicy harissa, roquito chilis & vegan Mozzarella cheese, finished with
basil.

6. Halloumi Sticks with Mayo Avocado Dip. Chunky sticks of grilled halloumi cheese with a chilli jam and mayo avocado
dip.

7. Cheese Salad. Smoked cheddar, cheddar and sage stuffing.

8. Falafel with Tahini. Our signature recipe, served with a tahini dip.

9. Four Cheese Margherita. Mozzarella, mascarpone, fontal and grana cheese on a tomato base.

10. Vegan Meatballs. Vegan meatballs in a rich tomato and fennel sauce.

11. Bufala Caprese. Specialty tomatoes and drizzle of roasted garlic in extra virgin olive oil with Buffalo mozzarella.

12. Butternut Squash Salad. Roasted butternut squash with feta cheese, pomegranate seeds, mixed leaf salad and watercress.

13. Lentil Linguine Ragu. Rich Italian lentil ragu with baby spinach, tomatoes, basil & pecorino cheese.

14. Aegean Slaw. Thinly shredded cabbage, carrot and red onion peppers, with an olive oil dressing.

15. Goat’s Cheese Salad. Goat’s cheese and balsamic onion crostinis on winter baby kale, red pepper, cucumber, plum
tomatoes.

16. Harusami Aubergine. Fried slices of aubergine with garlic & ginger sesame soy.

17. Inari Taco. Golden tofu pockets filled with sticky sushi rice, avocado salsa & vegan sriracha mayo.

Vegetarian First

1. Canelloni. Pasta with béchamel, mozzarella and Gran Milano cheese.

2. Supreme Pizza. Cheese and tomato, onion, mushroom, fresh basil, olive and garlic oil.

3. Goat’s Cheese Calzone. Goats cheese, grilled aubergines, roasted peppers, oven roasted tomatoes.

4. Vegan Spaghetti Lentil Ragu. A hearty ragu of green lentils and mixed vegetables in a rich tomato and fennel sauce.

5. Jack Fruit Arrabiata. Vegan jackfruit peppers, spicy harissa, roquito chilis & vegan Mozzarella cheese, finished with
basil.

6. Halloumi Sticks with Mayo Avocado Dip. Chunky sticks of grilled halloumi cheese with a chilli jam and mayo avocado
dip.

7. Cheese Salad. Smoked cheddar, cheddar and sage stuffing.

8. Falafel with Tahini. Our signature recipe, served with a tahini dip.

9. Four Cheese Margherita. Mozzarella, mascarpone, fontal and grana cheese on a tomato base.

10. Vegan Meatballs. Vegan meatballs in a rich tomato and fennel sauce.

11. Bufala Caprese. Specialty tomatoes and drizzle of roasted garlic in extra virgin olive oil with Buffalo mozzarella.

12. Butternut Squash Salad. Roasted butternut squash with feta cheese, pomegranate seeds, mixed leaf salad and watercress.
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13. Lentil Linguine Ragu. Rich Italian lentil ragu with baby spinach, tomatoes, basil & pecorino cheese.

14. Aegean Slaw. Thinly shredded cabbage, carrot and red onion peppers, with an olive oil dressing.

15. Goat’s Cheese Salad. Goat’s cheese and balsamic onion crostinis on winter baby kale, red pepper, cucumber, plum
tomatoes.

16. Harusami Aubergine. Fried slices of aubergine with garlic & ginger sesame soy.

17. Inari Taco. Golden tofu pockets filled with sticky sushi rice, avocado salsa & vegan sriracha mayo.

18. Chicken Curry Ramen. Japanese fried chicken & noodles in a delicious curry broth.

19. Pork Ribs. Pork Ribs smothered with Kentucky style BBQ sauce.

20. Beef Bourguignon. 6oz Black Angus beef burger topped with crispy bacon, red wine braised onions, Raclette cheese.

21. Chicken Katsu Curry. Succulent chicken in a crispy Japanese panko crumb with mild curry sauce, pickles and steamed
rice.

22. Pepperoni Melt. This one’s got our triple cheese blend, tomato sauce and pepperoni.

23. Lamb Meatballs with Spaghetti. Handmade lamb patties grilled and topped with Greek yoghurt, tomato sauce, and
onions.

24. Aromatic Duck Rolls. Aromatic roast duck, hoisin sauce, cucumber, spring onion, rolled in rice paper.

25. Slow Cooked Beef in Chianti Sauce. Beef shin and shallots slow cooked in rich Chianti red wine sauce with a cheesy
dumpling.

26. Pork Porchetta. Slow-roasted pork belly in herbed red wine sauce, served with roasted new potatoes and broccoli.

27. Cured Salmon Sashimi. Dazzling beetroot cured slices of salmon served with lemon.

28. Beef Brisket and Venison Tagliatelle. A beef, brisket, venison, red wine and beef dripping ragu with tagliatelle, fresh
bufala mozzarella and crispy sage.

29. Rustica Chorizo Pizza. Chorizo salami, torn wild boar and pork meatballs, smoked mozzarella and baby sunblush
tomatoes.

30. Butterfly Chicken Burger. Two succulent chicken breasts joined by crispy skin, packaged in a Portuguese roll and
topped with tomato and lettuce.

31. American Hot Pizza. Pepperoni, mozzarella and tomato, with your choice of hot green, Roquito or jalapeno peppers.

32. Beef Angus Burger. 6oz beef burger with baby gem lettuce and plum tomato in a chargrilled brioche bun with Dijon
mayonnaise.

33. Beer Battered Fish with Chips. With frites and pea & mint puree.

34. Wild Boar Polpette. Oven-baked herby wild boar and pork meatballs in a pomodoro sauce with melted smoked
mozzarella.

35. Steak. Sliced Black Angus rump steak with red onion chutney, watercress, and Dijon mayonnaise.

36. Panchetta Carbonara. Crispy pancetta and asparagus in a velvety sauce made with mascarpone, pecorino and Grana
Padano cheese.

o1-preview+IQP

1. Creamy Mushroom Tagliatelle. An indulgent pasta dish featuring sautéed mushrooms and baby spinach in a creamy
mascarpone sauce, tossed with tagliatelle and seasoned with garlic oil and fresh basil.

2. Vegetable Delight Pizza. A delicious crispy pizza topped with mozzarella, tomato sauce, and a medley of grilled
vegetables, finished with fresh basil.

3. Three Cheese Omelette. A fluffy omelette loaded with smoked cheddar, mozzarella, grana cheese, and sautéed red
onions.

4. Eggplant Parmesan. Layers of tender aubergine baked with rich tomato sauce, melted mozzarella, and Grana Padano
cheese, garnished with fresh basil.
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5. Mushroom and Goat’s Cheese Omelette. A fluffy omelette filled with sautéed mushrooms and creamy goat’s cheese,
infused with garlic oil and fresh basil.

6. Chickpea Curry with Rice. A flavorful and hearty chickpea curry served with steamed rice and accompanied by tangy
pickles.

7. Spinach and Feta Stuffed Mushrooms. Large mushrooms stuffed with sautéed baby spinach and creamy feta cheese,
drizzled with garlic oil and baked to perfection.

8. Lentil Veggie Burger. A hearty lentil-based veggie burger served on a toasted brioche bun with fresh lettuce, tomato,
and tangy Dijon mayonnaise.

9. Falafel Salad. Our signature falafel served over a fresh mixed salad, with crunchy cucumbers, juicy tomatoes, red
onions, and a creamy tahini dressing.

10. Egg Shakshuka. Poached eggs simmered in a spiced tomato sauce with peppers and onions, garnished with fresh basil.

11. Vegetable and Tofu Stir-Fry. A vibrant stir-fry of crispy tofu and fresh vegetables tossed with noodles in a savory garlic
and ginger sesame soy sauce.

12. Tofu Katsu Curry. Succulent tofu coated in crispy panko crumbs, served with mild curry sauce, tangy pickles, and
steamed rice.

13. Lentil Stuffed Peppers. Roasted bell peppers stuffed with hearty lentils, tomato sauce, and fresh baby spinach, topped
with creamy goat’s cheese.

14. Butternut Squash and Feta Salad. Sweet roasted butternut squash and tangy feta cheese on a bed of fresh mixed greens,
sprinkled with pomegranate seeds and watercress.

15. Vegan Meatball Sub. Hearty vegan meatballs simmered in pomodoro sauce, topped with melted smoked mozzarella,
served in a toasted Portuguese roll.

16. Chickpea and Spinach Curry. A nourishing curry of chickpeas and baby spinach simmered in a mild curry sauce,
served with steamed rice.

17. Tofu Curry Ramen. Japanese-style ramen with fried tofu and noodles in a delicious curry broth, topped with pak choi
and pickled onions.

18. Mushroom and Lentil Bolognese. Hearty mushrooms and lentils cooked in a rich tomato sauce, served over tagliatelle
pasta and garnished with fresh basil.

19. Supreme Pizza. Cheese and tomato, onion, mushroom, fresh basil, olive and garlic oil.

20. Chicken Curry Ramen. Japanese fried chicken & noodles in a delicious curry broth.

21. Pork Ribs. Pork Ribs smothered with Kentucky style BBQ sauce.

22. Butterfly Chicken Burger. Two succulent chicken breasts joined by crispy skin, packaged in a Portuguese roll and
topped with tomato and lettuce.

23. Four Cheese Margherita. Mozzarella, mascarpone, fontal and grana cheese on a tomato base.

24. Panchetta Carbonara. crispy pancetta and asparagus in a velvety sauce made with mascarpone, pecorino and Grana
Padano cheese.

25. Chicken Katsu Curry. Succulent chicken in a crispy Japanese panko crumb with mild curry sauce, pickles and steamed
rice.

26. Rustica Chorizo Pizza. Chorizo salami, torn wild boar and pork meatballs, smoked mozzarella and baby sunblush
tomatoes.

27. Beer Battered Fish with Chips. with frites and pea & mint puree.

28. Pork Porchetta. Slow-roasted pork belly in herbed red wine sauce, served with roasted new potatoes and broccoli.

29. Butternut Squash Salad. Roasted butternut squash with feta cheese, pomegranate seeds, mixed leaf salad and watercress.

30. Aegean Slaw. Thinly shredded cabbage, carrot and red onion peppers, with an olive oil dressing.

31. Cured Salmon Sashimi. Dazzling beetroot cured slices of salmon served with lemon.

32. Falafel with Tahini. Our signature recipe, served with a tahini dip.

37



What Can Large Language Models Do for Sustainable Food?

33. Lentil Linguine Ragu. Rich Italian lentil ragu with baby spinach, tomatoes, basil & pecorino cheese.

34. Aromatic Duck Rolls. Aromatic roast duck, hoisin sauce, cucumber, spring onion, rolled in rice paper.

35. Vegan Spaghetti Lentil Ragu. A hearty ragu of green lentils and mixed vegetables in a rich tomato and fennel sauce.

36. Harusami Aubergine. Fried slices of aubergine with garlic & ginger sesame soy.

GPT-4o+IQP

1. Falafel Wrap. A flavorful and nutritious wrap perfect for any time of day.

2. Lentil Meatball Spaghetti. A comforting combination of lentil meatballs and rich tomato sauce with pasta.

3. Eggs Florentine Pizza. A delightful pizza featuring fresh eggs and vibrant toppings.

4. Spinach and Asparagus Carbonara. A creamy and delicious pasta loaded with greens.

5. Butternut Squash and Feta Cannelloni. Rich, creamy, and packed with flavor, perfect for vegetarians.

6. Roasted Beetroot and Goat’s Cheese Salad. A vibrant salad with the earthy sweetness of beetroot and creamy goat’s
cheese.

7. BBQ Jackfruit Ribs. Tender jackfruit smothered in a tangy BBQ sauce, served with sides.

8. Eggplant Ragu Tagliatelle. A hearty and delicious pasta with a rich eggplant ragu.

9. Vegan Stuffed Bell Peppers. Hearty stuffed peppers, packed with delicious and healthy fillings.

10. Spicy Lentil and Jackfruit Tacos. A fiery taco loaded with protein and bold flavors.

11. Mushroom Bourguignon. A rich and savory dish, perfect for a comforting meal.

12. Tofu Porchetta. Herb-crusted tofu and flavorful sides for a vegan take on porchetta.

13. Chickpea Katsu Burger. A satisfying burger with a crunchy chickpea patty and fresh toppings.

14. Panko Crusted Tofu Fingers. Crunchy tofu sticks with a deliciously creamy dip.

15. Tofu and Veggie Stir-fry. A nutritious stir-fry with tofu and a mix of fresh vegetables.

16. Pork Ribs. Pork Ribs smothered with Kentucky style BBQ sauce.

17. Beer Battered Fish with Chips. with frites and pea & mint puree.

18. Supreme Pizza. Cheese and tomato, onion, mushroom, fresh basil, olive and garlic oil.

19. Four Cheese Margherita. Mozzarella, mascarpone, fontal and grana cheese on a tomato base.

20. Panchetta Carbonara. crispy pancetta and asparagus in a velvety sauce made with mascarpone, pecorino and Grana
Padano cheese.

21. Chicken Curry Ramen. Japanese fried chicken & noodles in a delicious curry broth.

22. Pork Porchetta. Slow-roasted pork belly in herbed red wine sauce, served with roasted new potatoes and broccoli.

23. Rustica Chorizo Pizza. Chorizo salami, torn wild boar and pork meatballs, smoked mozzarella and baby sunblush
tomatoes.

24. Goat’s Cheese Salad. Goat’s cheese and balsamic onion crostinis on winter baby kale, red pepper, cucumber, plum
tomatoes.

25. Chicken Katsu Curry. Succulent chicken in a crispy Japanese panko crumb with mild curry sauce, pickles and steamed
rice.

26. Aromatic Duck Rolls. Aromatic roast duck, hoisin sauce, cucumber, spring onion, rolled in rice paper.

27. Wild Boar Polpette. Oven-baked herby wild boar and pork meatballs in a pomodoro sauce with melted smoked
mozzarella.

28. Aegean Slaw. Thinly shredded cabbage, carrot and red onion peppers, with an olive oil dressing.

29. Cured Salmon Sashimi. Dazzling beetroot cured slices of salmon served with lemon.

30. Jack Fruit Arrabiata. Vegan jackfruit peppers, spicy harissa, roquito chilis & vegan Mozzarella cheese, finished with
basil.
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31. Butternut Squash Salad. Roasted butternut squash with feta cheese, pomegranate seeds, mixed leaf salad and watercress.

32. Lentil Linguine Ragu. Rich Italian lentil ragu with baby spinach, tomatoes, basil & pecorino cheese.

33. Vegan Spaghetti Lentil Ragu. A hearty ragu of green lentils and mixed vegetables in a rich tomato and fennel sauce.

34. Vegan Meatballs. Vegan meatballs in a rich tomato and fennel sauce.

35. Falafel with Tahini. Our signature recipe, served with a tahini dip.

36. Harusami Aubergine. Fried slices of aubergine with garlic & ginger sesame soy.

Claude 3.5 Sonnet+IQP

1. Cheese Melt Pizza. A gooey, cheesy pizza topped with savory mushrooms and tangy tomato sauce.

2. Rustica Vegetable Pizza. A hearty vegetarian pizza loaded with savory mushrooms, smoky cheese, and sweet tomatoes.

3. Mushroom Tagliatelle. Ribbon pasta tossed with a rich mushroom and red wine sauce, topped with creamy mozzarella
and crispy sage leaves.

4. Vegetable Hot Pizza. A spicy vegetarian pizza featuring a medley of peppers and savory mushrooms.

5. Mushroom Bourguignon. A hearty vegan twist on the classic French dish, featuring meaty mushrooms and savory red
wine sauce.

6. Butternut Squash Carbonara. Creamy pasta featuring roasted butternut squash and crisp asparagus in a rich cheese
sauce.

7. Tofu Katsu Curry. Crispy breaded tofu cutlet served with a mild and aromatic curry sauce.

8. Mushroom Rolls. Savory mushrooms and crisp vegetables wrapped in delicate rice paper with a sweet hoisin glaze.

9. Slow Cooked Lentils in Chianti Sauce. Hearty lentils slow-simmered in a rich red wine sauce, topped with a fluffy
cheese dumpling.

10. Wild Mushroom Polpette. Oven-baked mushroom ”meatballs” in a rich tomato sauce with melted smoky cheese.

11. Lentil Linguine Ragu. Al dente linguine tossed with a robust lentil ragu and finished with fresh herbs and cheese.

12. Lentil Meatballs with Spaghetti. Tender lentil meatballs served over spaghetti with a rich tomato sauce and creamy
yoghurt.

13. Lentil Ragu Spaghetti. A hearty lentil and vegetable ragu served over tender spaghetti with aromatic fennel.

14. Jackfruit Arrabiata. Spicy jackfruit ”pulled pork” with peppers and vegan cheese in a fiery arrabiata sauce.

15. Tofu Fish and Chips. Crispy battered tofu fillets served with golden fries and a refreshing pea puree.

16. Pork Ribs. Pork Ribs smothered with Kentucky style BBQ sauce.

17. Rustica Chorizo Pizza. Chorizo salami, torn wild boar and pork meatballs, smoked mozzarella and baby sunblush
tomatoes.

18. Four Cheese Margherita. Mozzarella, mascarpone, fontal and grana cheese on a tomato base.

19. Panchetta Carbonara. crispy pancetta and asparagus in a velvety sauce made with mascarpone, pecorino and Grana
Padano cheese.

20. Chicken Curry Ramen. Japanese fried chicken & noodles in a delicious curry broth.

21. Chicken Katsu Curry. Succulent chicken in a crispy Japanese panko crumb with mild curry sauce, pickles and steamed
rice.

22. Pork Porchetta. Slow-roasted pork belly in herbed red wine sauce, served with roasted new potatoes and broccoli.

23. Beer Battered Fish with Chips. with frites and pea & mint puree.

24. Goat’s Cheese Calzone. Goats cheese, grilled aubergines, roasted peppers, oven roasted tomatoes.

25. Aromatic Duck Rolls. Aromatic roast duck, hoisin sauce, cucumber, spring onion, rolled in rice paper.

26. Butterfly Chicken Burger. Two succulent chicken breasts joined by crispy skin, packaged in a Portuguese roll and
topped with tomato and lettuce.
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27. Halloumi Sticks with Mayo Avocado Dip. Chunky sticks of grilled halloumi cheese with a chilli jam and mayo avocado
dip.

28. Falafel with Tahini. Our signature recipe, served with a tahini dip.

29. Lentil Linguine Ragu. Rich Italian lentil ragu with baby spinach, tomatoes, basil & pecorino cheese.

30. Wild Boar Polpette. Oven-baked herby wild boar and pork meatballs in a pomodoro sauce with melted smoked
mozzarella.

31. Vegan Spaghetti Lentil Ragu. A hearty ragu of green lentils and mixed vegetables in a rich tomato and fennel sauce.

32. Butternut Squash Salad. Roasted butternut squash with feta cheese, pomegranate seeds, mixed leaf salad and watercress.

33. Aegean Slaw. Thinly shredded cabbage, carrot and red onion peppers, with an olive oil dressing.

34. Jack Fruit Arrabiata. Vegan jackfruit peppers, spicy harissa, roquito chilis & vegan Mozzarella cheese, finished with
basil.

35. Vegan Meatballs. Vegan meatballs in a rich tomato and fennel sauce.

36. Harusami Aubergine. Fried slices of aubergine with garlic & ginger sesame soy.

Gemini 1.5 Pro+IQP

1. Pepperoni Melt with Tofu. Enjoy this twist on our classic Pepperoni Melt by swapping meat for tofu.

2. Four Cheese and Mushroom Pizza. A classic pizza with an added layer of flavor.

3. Chickpea and Spinach Curry. Warm up with this hearty and flavorful chickpea and spinach curry.

4. Rustica Veggie Pizza. This meat-free pizza is packed with flavor and will satisfy any pizza lover.

5. Veggie Supreme Pizza. A classic pizza, loaded with fresh veggies and bursting with flavor.

6. Spinach and Mushroom Carbonara. This creamy and flavorful pasta dish is sure to please everyone at the table.

7. Mushroom Bourguignon. Enjoy the rich flavors of our classic Beef Bourguignon with a meat-free twist.

8. Spicy Jackfruit Pizza. This spicy and delicious pizza is sure to tantalize your taste buds.

9. Mushroom and Spinach Meatballs. These flavorful and healthy meatballs are a great alternative to the classic.

10. Tofu Curry Ramen. A vegan alternative to our classic Chicken Curry Ramen, with crispy fried tofu.

11. Tofu Katsu Curry. All the goodness of our Chicken Katsu Curry in a satisfying plant-based alternative.

12. Mushroom and Lentil Ragu with Tagliatelle. A hearty and satisfying vegetarian take on our Beef Brisket and Venison
Tagliatelle.

13. Mushroom Calzone. Savory and satisfying, our mushroom calzone is packed full of fresh ingredients.

14. Butternut Squash and Chickpea Salad . Enjoy all the current flavors of Fall in this colorful salad.

15. Lentil Meatballs with Spaghetti. Enjoy this lighter version of our Lamb Meatballs with Spaghetti.

16. Lentil Bolognese. This lentil bolognese is a hearty and flavorful alternative to our classic spaghetti dish.

17. Chicken Curry Ramen. Japanese fried chicken & noodles in a delicious curry broth.

18. Pork Ribs. Pork Ribs smothered with Kentucky style BBQ sauce.

19. Chicken Katsu Curry. Succulent chicken in a crispy Japanese panko crumb with mild curry sauce, pickles and steamed
rice.

20. Beer Battered Fish with Chips. with frites and pea & mint puree.

21. Halloumi Sticks with Mayo Avocado Dip. Chunky sticks of grilled halloumi cheese with a chilli jam and mayo avocado
dip.

22. Four Cheese Margherita. Mozzarella, mascarpone, fontal and grana cheese on a tomato base.

23. Panchetta Carbonara. crispy pancetta and asparagus in a velvety sauce made with mascarpone, pecorino and Grana
Padano cheese.
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24. Rustica Chorizo Pizza. Chorizo salami, torn wild boar and pork meatballs, smoked mozzarella and baby sunblush
tomatoes.

25. Supreme Pizza. Cheese and tomato, onion, mushroom, fresh basil, olive and garlic oil.

26. Goat’s Cheese Calzone. Goats cheese, grilled aubergines, roasted peppers, oven roasted tomatoes.

27. Aromatic Duck Rolls. Aromatic roast duck, hoisin sauce, cucumber, spring onion, rolled in rice paper.

28. Butterfly Chicken Burger. Two succulent chicken breasts joined by crispy skin, packaged in a Portuguese roll and
topped with tomato and lettuce.

29. Canelloni. pasta with béchamel, mozzarella and Gran Milano cheese.

30. Jack Fruit Arrabiata. Vegan jackfruit peppers, spicy harissa, roquito chilis & vegan Mozzarella cheese, finished with
basil.

31. Falafel with Tahini. Our signature recipe, served with a tahini dip.

32. Aegean Slaw. Thinly shredded cabbage, carrot and red onion peppers, with an olive oil dressing.

33. Pork Porchetta. Slow-roasted pork belly in herbed red wine sauce, served with roasted new potatoes and broccoli.

34. Butternut Squash Salad. Roasted butternut squash with feta cheese, pomegranate seeds, mixed leaf salad and watercress.

35. Lentil Linguine Ragu. Rich Italian lentil ragu with baby spinach, tomatoes, basil & pecorino cheese.

36. Vegan Spaghetti Lentil Ragu. A hearty ragu of green lentils and mixed vegetables in a rich tomato and fennel sauce.

Llama 3.1 70b Instruct+IQP

1. Grilled Aubergine and Goat’s Cheese Salad. A flavorful and refreshing salad perfect for any time of the year.

2. Stuffed Bell Peppers. A colorful and flavorful vegetarian main course.

3. Grilled Halloumi and Vegetable Skewers. A simple yet impressive vegetarian appetizer or snack.

4. Grilled Portobello Mushroom and Goat’s Cheese Salad. A flavorful and refreshing salad perfect for any time of the
year.

5. Roasted Butternut Squash Risotto. A creamy and comforting dish featuring roasted butternut squash.

6. Spaghetti with Roasted Vegetable Ragu. A vibrant and satisfying vegan pasta dish.

7. Pan-Seared Portobello Mushroom Burger. A savory and filling vegetarian burger option.

8. Chickpea and Spinach Curry. A nutritious and aromatic curry perfect for a weeknight dinner.

9. Spaghetti with Grilled Aubergine and Tomato Sauce. A classic and comforting vegetarian pasta dish.

10. Roasted Butternut Squash and Sage Risotto. A creamy and comforting vegetarian main course.

11. Lentil and Mushroom Bolognese. A hearty and rich vegetarian take on the classic Bolognese.

12. Roasted Vegetable and Lentil Tagliatelle. A creative and delicious vegetarian take on the classic pasta dish.

13. Lentil and Vegetable Stew. A hearty and comforting vegetarian stew perfect for a cold winter’s day.

14. Spaghetti with Lentil and Mushroom Bolognese. A hearty and rich vegetarian take on the classic Bolognese.

15. Vegan Lentil and Mushroom Meatballs. A tasty and satisfying vegan alternative to traditional meatballs.

16. Roasted Vegetable and Chickpea Wrap. A healthy and convenient vegetarian wrap option.

17. Grilled Aubergine and Red Pepper Salad. A flavorful and refreshing salad perfect for any time of the year.

18. Roasted Vegetable and Lentil Polpette. A creative and delicious vegan alternative to traditional meatballs.

19. Pork Ribs. Pork Ribs smothered with Kentucky style BBQ sauce.

20. Rustica Chorizo Pizza. Chorizo salami, torn wild boar and pork meatballs, smoked mozzarella and baby sunblush
tomatoes.

21. Supreme Pizza. Cheese and tomato, onion, mushroom, fresh basil, olive and garlic oil.

22. Halloumi Sticks with Mayo Avocado Dip. Chunky sticks of grilled halloumi cheese with a chilli jam and mayo avocado
dip.
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23. Four Cheese Margherita. Mozzarella, mascarpone, fontal and grana cheese on a tomato base.

24. Bufala Caprese. Specialty tomatoes and drizzle of roasted garlic in extra virgin olive oil with Buffalo mozzarella.

25. Chicken Curry Ramen. Japanese fried chicken & noodles in a delicious curry broth.

26. Chicken Katsu Curry. Succulent chicken in a crispy Japanese panko crumb with mild curry sauce, pickles and steamed
rice.

27. Pork Porchetta. Slow-roasted pork belly in herbed red wine sauce, served with roasted new potatoes and broccoli.

28. Butterfly Chicken Burger. Two succulent chicken breasts joined by crispy skin, packaged in a Portuguese roll and
topped with tomato and lettuce.

29. Beer Battered Fish with Chips. with frites and pea & mint puree.

30. Falafel with Tahini. Our signature recipe, served with a tahini dip.

31. Panchetta Carbonara. crispy pancetta and asparagus in a velvety sauce made with mascarpone, pecorino and Grana
Padano cheese.

32. Butternut Squash Salad. Roasted butternut squash with feta cheese, pomegranate seeds, mixed leaf salad and watercress.

33. Aegean Slaw. Thinly shredded cabbage, carrot and red onion peppers, with an olive oil dressing.

34. Jack Fruit Arrabiata. Vegan jackfruit peppers, spicy harissa, roquito chilis & vegan Mozzarella cheese, finished with
basil.

35. Vegan Meatballs. Vegan meatballs in a rich tomato and fennel sauce.

36. Lentil Linguine Ragu. Rich Italian lentil ragu with baby spinach, tomatoes, basil & pecorino cheese.

Gemini 1.5 Pro

1. Tofu Curry Ramen. A vegan take on our classic ramen, with crispy fried tofu in a fragrant curry broth.

2. Lentil Meatballs with Spaghetti . A lighter, plant-based version of our classic meatballs, packed with flavor.

3. Mushroom Bourguignon. A flavorful twist on a classic, featuring tender mushrooms in a rich red wine sauce.

4. Chicken Katsu Curry. Succulent chicken in a crispy Japanese panko crumb with mild curry sauce, pickles and steamed
rice.

5. Pepperoni Melt. This one’s got our triple cheese blend, tomato sauce and pepperoni.

6. Chickpea Meatballs with Spaghetti. A hearty and flavorful vegetarian option, featuring tender chickpea meatballs.

7. Aromatic Duck Rolls. Aromatic roast duck, hoisin sauce, cucumber, spring onion, rolled in rice paper.

8. Mushroom and Lentil Chianti. A hearty and flavorful vegetarian stew featuring mushrooms and lentils in a rich Chianti
red wine sauce.

9. Mushroom Porchetta. Savory mushrooms roasted to perfection in an herbed red wine sauce, served with roasted new
potatoes and broccoli.

10. Cured Salmon Sashimi. Dazzling beetroot cured slices of salmon served with lemon. .

11. Mushroom and Tofu Tagliatelle. A vegetarian-friendly twist on our classic ragu: mushrooms and tofu in a rich red
wine and beef dripping ragu.

12. Rustica Chorizo Pizza. Rustica Chorizo Pizza. Chorizo salami, torn wild boar and pork meatballs, smoked mozzarella
and baby sunblush tomatoes. Topped with chilli threads and riserva cheese.

13. Butterfly Chicken Burger. Two succulent chicken breasts joined by crispy skin, packaged in a Portuguese roll and
topped with tomato and lettuce.

14. Mushroom and Pepperoni Pizza. A classic pizza with your chocie of hot green, Roquito or jalapeno peppers.

15. Tofu Burger. A plant-based take on the classic burger, with flavorful tofu, fresh veggies, and tangy Dijon mayonnaise.

16. Beer Battered Fish with Chips. with frites and pea & mint puree.

17. Lentil Polpette. Oven-baked lentil patties in a pomodoro sauce with melted smoked mozzarella.

18. Steak. Sliced Black Angus rump steak with red onion chutney, watercress, and Dijon mayonnaise.
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19. Cheese and Tomato Cannelloni. Pasta with béchamel, mozzarella, tomato sauce and Gran Milano cheese.

20. Supreme Pizza. Cheese and tomato, onion, mushroom, fresh basil, olive and garlic oil.

21. Goat’s Cheese Calzone. Goats cheese, grilled aubergines, roasted peppers, oven roasted tomatoes.

22. Vegan Spaghetti Lentil Ragu. A hearty ragu of green lentils and mixed vegetables in a rich tomato and fennel sauce.

23. Jack Fruit Arrabiata. Vegan jackfruit peppers, spicy harissa, roquito chilis & vegan Mozzarella cheese, finished with
basil.

24. Halloumi Sticks with Mayo Avocado Dip. Chunky sticks of grilled halloumi cheese with a chilli jam and mayo avocado
dip.

25. Cheese Salad. Smoked cheddar, cheddar and sage stuffing.

26. Falafel with Tahini. Our signature recipe, served with a tahini dip.

27. Four Cheese Margherita. Mozzarella, mascarpone, fontal and grana cheese on a tomato base.

28. Vegan Meatballs. Vegan meatballs in a rich tomato and fennel sauce.

29. Bufala Caprese. Specialty tomatoes and drizzle of roasted garlic in extra virgin olive oil with Buffalo mozzarella.

30. Butternut Squash Salad. Roasted butternut squash with feta cheese, pomegranate seeds, mixed leaf salad and watercress.

31. Panchetta Carbonara. Crispy pancetta and asparagus in a velvety sauce made with mascarpone, pecorino and Grana
Padano cheese.

32. Lentil Linguine Ragu. Rich Italian lentil ragu with baby spinach, tomatoes, basil & pecorino cheese.

33. Aegean Slaw. Thinly shredded cabbage, carrot and red onion peppers, with an olive oil dressing.

34. Goat’s Cheese Salad. Goat’s cheese and balsamic onion crostinis on winter baby kale, red pepper, cucumber, plum
tomatoes.

35. Harusami Aubergine. Fried slices of aubergine with garlic & ginger sesame soy.

36. Inari Taco. Golden tofu pockets filled with sticky sushi rice, avocado salsa & vegan sriracha mayo.

Claude 3.5 Sonnet

1. Tofu curry ramen. Crispy fried tofu and noodles in a rich curry broth, topped with fresh pak choi and tangy pickled
onions.

2. Mushroom ribs. Meaty mushrooms smothered in Kentucky style BBQ sauce, offering a plant-based twist on a classic.

3. Lentil bourguignon burger. Hearty lentil patty topped with crispy bacon, red wine braised onions, and melted Raclette
cheese.

4. Tofu katsu curry. Crispy panko-crusted tofu with mild curry sauce, tangy pickles, and steamed rice.

5. Cheese and mushroom melt. Triple cheese blend melted over savory mushrooms and tangy tomato sauce.

6. Lentil meatballs with spaghetti. Handmade lentil patties grilled and topped with creamy Greek yoghurt, tomato sauce,
and onions.

7. Mushroom spring rolls. Aromatic roasted mushrooms with hoisin sauce, cucumber, and spring onion, rolled in delicate
rice paper.

8. Slow cooked lentils in Chianti sauce. Lentils and shallots slow cooked in rich Chianti red wine sauce with a cheesy
dumpling.

9. Mushroom porchetta. Slow-roasted mushrooms in herbed red wine sauce, served with roasted new potatoes and
broccoli.

10. Tofu sashimi. Dazzling beetroot cured slices of tofu served with zesty lemon.

11. Lentil and mushroom tagliatelle. A lentil, mushroom, and red wine ragu with tagliatelle, fresh bufala mozzarella and
crispy sage.

12. Rustica mushroom pizza. Savory mushrooms, lentil meatballs, smoked mozzarella and baby sunblush tomatoes, topped
with chilli threads and riserva cheese.
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13. Tofu burger. Two succulent tofu fillets in a crispy coating, packaged in a Portuguese roll and topped with tomato and
lettuce.

14. Mushroom hot pizza. Savory mushrooms, mozzarella and tomato, with your choice of hot green, Roquito or jalapeno
peppers.

15. Lentil burger. Hearty lentil patty with baby gem lettuce and plum tomato in a chargrilled brioche bun with Dijon
mayonnaise.

16. Beer battered tofu with chips. Crispy beer-battered tofu with frites and refreshing pea & mint puree.

17. Lentil polpette. Oven-baked herby lentil meatballs in a pomodoro sauce with melted smoked mozzarella.

18. Grilled mushroom steak. Sliced grilled mushroom steak with red onion chutney, watercress, and Dijon mayonnaise.

19. Mushroom cannelloni. Pasta rolls filled with savory mushrooms, topped with béchamel, mozzarella and Gran Milano
cheese.

20. Supreme veggie pizza. A medley of cheese, tomato, onion, mushroom, fresh basil, olive and garlic oil.

21. Goat’s cheese calzone. Goat’s cheese, grilled aubergines, roasted peppers, and oven roasted tomatoes in a folded pizza
pocket.

22. Lentil spaghetti ragu. A hearty ragu of green lentils and mixed vegetables in a rich tomato and fennel sauce.

23. Jackfruit arrabiata. Spicy jackfruit and peppers with harissa, roquito chilis & vegan mozzarella cheese, finished with
basil.

24. Halloumi sticks with avocado dip. Chunky sticks of grilled halloumi cheese with a chilli jam and creamy mayo avocado
dip.

25. Cheese salad. A variety of cheeses including smoked cheddar and cheddar, with aromatic sage stuffing.

26. Falafel with tahini. Our signature chickpea falafel recipe, served with a creamy tahini dip.

27. Four cheese margherita. A blend of mozzarella, mascarpone, fontal and grana cheese on a classic tomato base.

28. Lentil meatballs. Savory lentil meatballs in a rich tomato and fennel sauce.

29. Tofu caprese. Marinated tofu with specialty tomatoes and a drizzle of roasted garlic in extra virgin olive oil with
Buffalo mozzarella.

30. Butternut squash salad. Roasted butternut squash with tangy feta cheese, pomegranate seeds, mixed leaf salad and
peppery watercress.

31. Mushroom carbonara. Savory mushrooms and crisp asparagus in a velvety sauce made with mascarpone, pecorino and
Grana Padano cheese.

32. Lentil linguine ragu. Rich Italian lentil ragu with baby spinach, tomatoes, basil & pecorino cheese.

33. Aegean slaw. Thinly shredded cabbage, carrot and red onion peppers, with a light olive oil dressing.

34. Goat’s cheese salad. Goat’s cheese and balsamic onion crostinis on winter baby kale, red pepper, cucumber, and plum
tomatoes.

35. Harusami aubergine. Fried slices of aubergine with aromatic garlic & ginger sesame soy sauce.

36. Inari taco. Golden tofu pockets filled with sticky sushi rice, avocado salsa & spicy vegan sriracha mayo.

GPT-4o

1. Tofu Curry Ramen. Japanese fried tofu & noodles in a delicious curry broth. Topped with pak choi & pickled onions.

2. Vegetarian Ribs. Grilled tofu slathered in rich, Kentucky-style BBQ sauce. .

3. Vegetarian Bourguignon Burger. Lentil patty burger topped with crispy mushrooms, red wine braised onions, Raclette
cheese.

4. Tofu Katsu Curry. Succulent tofu in a crispy Japanese panko crumb with mild curry sauce, pickles, and steamed rice.

5. Mushroom Melt. This one’s got our triple cheese blend, tomato sauce, and grilled mushrooms.

6. Chickpea Meatballs with Spaghetti. Handmade chickpea patties grilled and topped with Greek yoghurt, tomato sauce,
and onions.
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7. Aromatic Tofu Rolls. Aromatic roast tofu, hoisin sauce, cucumber, spring onion, rolled in rice paper.

8. Slow Cooked Mushroom in Chianti Sauce. Portobello mushrooms and shallots slow cooked in rich Chianti red wine
sauce with a cheesy dumpling.

9. Lentil Porchetta. Slow-roasted lentil loaf in herbed red wine sauce, served with roasted new potatoes and broccoli.

10. Beetroot Cured Tofu Sashimi. Dazzling beetroot cured slices of tofu served with lemon.

11. Mushroom and Lentil Tagliatelle. A mushroom and lentil ragu with tagliatelle, fresh bufala mozzarella, and crispy
sage.

12. Rustica Tofu Pizza. Grilled tofu, smoked mozzarella, baby sunblush tomatoes, topped with chilli threads and riserva
cheese.

13. Grilled Tofu Burger. Two succulent pieces of grilled tofu joined by a crispy skin, packaged in a Portuguese roll and
topped with tomato and lettuce.

14. Vegetarian Hot Pizza. Grilled tofu, mozzarella, and tomato, with your choice of hot green, Roquito, or jalapeno peppers.

15. Lentil Burger. 6oz lentil patty with baby gem lettuce and plum tomato in a chargrilled brioche bun with Dijon
mayonnaise.

16. Beer Battered Tofu with Chips. Beer battered tofu with frites and pea & mint puree.

17. Wild Mushroom Polpette. Oven-baked herby wild mushroom and lentil meatballs in pomodoro sauce with melted
smoked mozzarella.

18. Vegetarian Steak. Grilled portobello mushrooms with red onion chutney, watercress, and Dijon mayonnaise.

19. Cheese Cannelloni. Pasta with béchamel, mozzarella, and Gran Milano cheese.

20. Supreme Vegetable Pizza. Cheese and tomato, onion, mushroom, fresh basil, olive oil, and garlic oil.

21. Goat’s Cheese Calzone. Goat’s cheese, grilled aubergines, roasted peppers, oven roasted tomatoes in a folded pizza.

22. Lentil Spaghetti Ragu. A hearty ragu of green lentils and mixed vegetables in a rich tomato and fennel sauce.

23. Jackfruit Arrabbiata. Vegan jackfruit, spicy harissa, roquito chilis, and vegan mozzarella cheese, finished with basil.

24. Halloumi Sticks with Mayo Avocado Dip. Chunky sticks of grilled halloumi cheese with a chilli jam and mayo avocado
dip.

25. Cheese Salad. Smoked cheddar, cheddar, and sage stuffing served as a salad.

26. Falafel with Tahini. Our signature chickpea falafel served with a tahini dip.

27. Four Cheese Margherita Pizza. Mozzarella, mascarpone, fontal, and grana cheese on a tomato base.

28. Vegetarian Meatballs. Lentil meatballs in a rich tomato and fennel sauce.

29. Bufala Caprese. Specialty tomatoes and roasted garlic in extra virgin olive oil with Buffalo mozzarella.

30. Butternut Squash Salad. Roasted butternut squash with feta cheese, pomegranate seeds, mixed leaf salad, and
watercress.

31. Egg Carbonara. Velvety carbonara sauce made with egg, crispy pancetta, and asparagus. .

32. Lentil Linguine. Green lentils, baby spinach, tomatoes, basil, and pecorino cheese with linguine.

33. Aegean Slaw. Thinly shredded cabbage, carrot and red onion peppers with an olive oil dressing.

34. Goat’s Cheese Salad. Goat’s cheese and balsamic onion crostinis on winter baby kale, red pepper, cucumber, plum
tomatoes.

35. Harusami Mushroom. Fried mushrooms with garlic, ginger, and sesame soy.

36. Inari Taco. Golden tofu pockets filled with sticky sushi rice, avocado salsa, and vegan sriracha mayo.

45



What Can Large Language Models Do for Sustainable Food?

o1-preview

1. Tofu Curry Ramen. A flavorful bowl of ramen with crispy fried tofu and aromatic curry broth.

2. Grilled Mushroom BBQ Skewers. Juicy and tender mushrooms glazed with smoky barbecue sauce.

3. Lentil Bourguignon. A hearty twist on a classic, featuring tender lentils in rich red wine sauce topped with melted
Raclette cheese.

4. Egg Katsu Curry. Delight in a crispy egg coated in panko crumbs, served with a mild curry sauce.

5. Mushroom Melt. This melt features savory mushrooms with melted cheese and rich tomato sauce.

6. Chickpea Meatballs with Spaghetti. Handmade chickpea patties grilled and served with spaghetti and tangy tomato
sauce.

7. Aromatic Tofu Rolls. Fresh rolls filled with aromatic tofu and crisp vegetables.

8. Slow Cooked Mushrooms in Chianti Sauce. Earthy mushrooms slow-cooked in rich Chianti wine sauce with a cheesy
dumpling.

9. Stuffed Aubergine Porchetta. Roasted aubergine stuffed with aromatic herbs and served with hearty sides.

10. Tofu Sashimi. Delicate slices of tofu served with a squeeze of lemon.

11. Mushroom and Lentil Tagliatelle. A rich and hearty pasta with mushrooms and lentils in a savory ragu.

12. Rustica Veggie Pizza. A delightful pizza loaded with vegetables and smoky cheeses.

13. Grilled Halloumi Burger. A savory burger featuring grilled halloumi and fresh toppings.

14. Spicy Veggie Pizza. A fiery pizza topped with spicy peppers and melted cheese.

15. Gourmet Mushroom Burger. A hearty burger featuring grilled mushrooms and classic fixings.

16. Beer Battered Tofu with Chips. Crispy beer-battered tofu served with traditional sides.

17. Vegan Polpette. Herby vegan meatballs baked in flavorful tomato sauce with melted cheese.

18. Grilled Aubergine Stack. Layers of grilled aubergine with tangy red onion chutney.

19. Spinach and Cheese Cannelloni. Classic Italian dish with creamy spinach and cheese filling.

20. Supreme Veggie Pizza. A classic pizza loaded with fresh vegetables.

21. Goat’s Cheese Calzone. A folded pizza filled with Mediterranean vegetables and goat’s cheese.

22. Vegan Spaghetti Lentil Ragu. A hearty vegan spaghetti with rich lentil ragu.

23. Jackfruit Arrabiata. A spicy and flavorful dish with tender jackfruit.

24. Halloumi Sticks with Mayo Avocado Dip. Chunky grilled halloumi sticks served with a delicious dip.

25. Cheese Salad. A satisfying salad featuring a variety of cheeses.

26. Falafel with Tahini. Crispy falafel made from chickpeas served with creamy tahini.

27. Four Cheese Margherita. An indulgent pizza for cheese lovers.

28. Vegan Meatballs. Savory plant-based meatballs in a rich sauce.

29. Bufala Caprese. A fresh and delicious Italian classic.

30. Butternut Squash Salad. A vibrant salad with sweet and tangy flavors.

31. Asparagus Carbonara. A creamy pasta dish featuring tender asparagus.

32. Lentil Linguine Ragu. A comforting pasta with rich lentil sauce.

33. Aegean Slaw. A crisp and refreshing slaw with Mediterranean flavors.

34. Goat’s Cheese Salad. A hearty salad with tangy goat’s cheese and fresh vegetables.

35. Harusami Aubergine. Fried slices of aubergine in a flavorful sauce.

36. Inari Taco. Golden tofu pockets filled with rice and zesty salsa.
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o1-preview, Remove Descriptions

1. Creamy Mushroom Tagliatelle. Mushrooms, tagliatelle pasta, mascarpone cheese, baby spinach, garlic oil, basil.

2. Vegetable Delight Pizza. Mozzarella, tomato sauce, grilled aubergines, roasted peppers, oven-roasted tomatoes, fresh
basil.

3. Three Cheese Omelette. Eggs, smoked cheddar, mozzarella, grana cheese, red onions.

4. Eggplant Parmesan. Aubergine, tomato sauce, mozzarella, Grana Padano cheese, basil.

5. Mushroom and Goat’s Cheese Omelette. Eggs, mushrooms, goat’s cheese, garlic oil, basil.

6. Chickpea Curry with Rice. Chickpeas, mild curry sauce, pickles, steamed rice.

7. Spinach and Feta Stuffed Mushrooms. Mushrooms, baby spinach, feta cheese, garlic oil.

8. Lentil Veggie Burger. Lentils, chargrilled brioche bun, baby gem lettuce, plum tomato, Dijon mayonnaise.

9. Falafel Salad. Falafel, mixed leaf salad, cucumber, plum tomatoes, red onion, tahini dip.

10. Egg Shakshuka. Eggs, tomato sauce, red peppers, red onions, garlic oil, basil.

11. Vegetable and Tofu Stir-Fry. Tofu, noodles, pak choi, red peppers, red onions, garlic & ginger sesame soy.

12. Tofu Katsu Curry. Tofu in crispy Japanese panko crumb, mild curry sauce, pickles, steamed rice.

13. Lentil Stuffed Peppers. Bell peppers, lentils, tomato sauce, baby spinach, goat’s cheese.

14. Butternut Squash and Feta Salad. Roasted butternut squash, feta cheese, pomegranate seeds, mixed leaf salad,
watercress.

15. Vegan Meatball Sub. Vegan meatballs, pomodoro sauce, smoked mozzarella, Portuguese roll.

16. Chickpea and Spinach Curry. Chickpeas, baby spinach, mild curry sauce, steamed rice.

17. Tofu Curry Ramen. Fried tofu, noodles, curry broth, pak choi, pickled onions.

18. Mushroom and Lentil Bolognese. Mushrooms, lentils, tagliatelle pasta, tomato sauce, basil.

19. Supreme Pizza. Cheese and tomato, onion, mushroom, fresh basil, olive and garlic oil.

20. Chicken Curry Ramen. Japanese fried chicken & noodles in a delicious curry broth.

21. Pork Ribs. Pork Ribs smothered with Kentucky style BBQ sauce.

22. Butterfly Chicken Burger. Two succulent chicken breasts joined by crispy skin, packaged in a Portuguese roll and
topped with tomato and lettuce.

23. Four Cheese Margherita. Mozzarella, mascarpone, fontal and grana cheese on a tomato base.

24. Panchetta Carbonara. crispy pancetta and asparagus in a velvety sauce made with mascarpone, pecorino and Grana
Padano cheese.

25. Chicken Katsu Curry. Succulent chicken in a crispy Japanese panko crumb with mild curry sauce, pickles and steamed
rice.

26. Rustica Chorizo Pizza. Chorizo salami, torn wild boar and pork meatballs, smoked mozzarella and baby sunblush
tomatoes.

27. Beer Battered Fish with Chips. with frites and pea & mint puree.

28. Pork Porchetta. Slow-roasted pork belly in herbed red wine sauce, served with roasted new potatoes and broccoli.

29. Butternut Squash Salad. Roasted butternut squash with feta cheese, pomegranate seeds, mixed leaf salad and watercress.

30. Aegean Slaw. Thinly shredded cabbage, carrot and red onion peppers, with an olive oil dressing.

31. Cured Salmon Sashimi. Dazzling beetroot cured slices of salmon served with lemon.

32. Falafel with Tahini. Our signature recipe, served with a tahini dip.

33. Lentil Linguine Ragu. Rich Italian lentil ragu with baby spinach, tomatoes, basil & pecorino cheese.

34. Aromatic Duck Rolls. Aromatic roast duck, hoisin sauce, cucumber, spring onion, rolled in rice paper.

35. Vegan Spaghetti Lentil Ragu. A hearty ragu of green lentils and mixed vegetables in a rich tomato and fennel sauce.

36. Harusami Aubergine. Fried slices of aubergine with garlic & ginger sesame soy.
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